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A measurement oV — ev + n—jet cross sections ipp collisions at,/s = 1.96 TeV using the Collider
Detector at Fermilab in Run Il is presented. The measurement is basetintegrated luminosity of 320 pb,
and includes events with jet multiplicity from 1 to > 4. In each jet multiplicity sample the differential and
cumulative cross sections with respect to the transverse energyrdftHeading jet are measured. Rk > 2
jets the differential cross section with respect to the 2-leading jets invamassm;, j, and angular separation
AR}, j, is also reported. The data are compared to predictions from Monte Qanitasions.
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The study of jets produced in events containinf Bosons n—jet samplesif= 1, 4). Jet are searched for using an it-
provides a useful test of Quantum Chromo-Dynamics (QCDkrative seed-based cone algorithm [3], with a cone radius

at high momentum transfers. Recently a lot of work [1] hasR = /(An)2+ (A@)? = 0.4. Jets are requested to have a cor-

been invested to_develop sophistic_ated Monte Carlo programected transverse ener&}a > 15GeV and a pseudorapidity
capable of handling more particle in the final state at the-lea n| < 2.0 El® is corrected on average for the calorimeter
0. B

i U e o i sk Lo ESpense an he arage coneibion o e et enry from
are an important test of QCD and may be used to validatgdd'tlonalpp |nteractlon in the same bunch crossing [4]. No
these new approaches. A good understanding of W + jet pro(Eorrecuon is applled_forthe contribution to the jet enecgyn-
duction is vital to reduce the uncertainty on the backgraond ing from the underlying eyent. . e

top pair production and to increase the sensitivity to hiays Backgrounds 4V +n—jet production are classified in two
new physics searches at the Tevatron and the LHC. categories: QCD and W-like events. The latter is represente

This contribution describes a measurement of e  PY €vents which manifest themselves as real electrons and/o

— .. 1 1 S
ev+ > n—jet production cross section ipp collisions at a Er_in the final state, namely/ — v, Z — e"e”, WW, top

center of mass energy of 1.96 TeV. The cross section is pre,Qair production. The former is mainly coming from jets pro-
sented for four inclusive n-jets samples= 1, 2, 3, 4) as duction in which one or more jets fake an electron and have

. th tandine i i mis-measured energy that results in laBge While the W-
'ziofru\;]\;:tlog gf.;lgse?he :j?gg:g?] tiJ:It é:ggssvs?ercszﬁoinv?/iﬁﬁﬁg ectIike backgrounds are modeled with Monte Carlo simulations,
0 th _;r d{n ‘ats invariant m " and anaular PeCline QCD background is described with a data-driven tech-
rgtior? Ali-e?1 is gljsf)srepoarlte% Crﬁgﬁléze;iong hgalils bii?\a(_:ormque' To extract the background fraction in ed¢h > n—jet

J1l2 ™= ) : 4 o - “~'sample th istribution of candi is fi k-
rected to particle level jets, and are defined within a lichite sample theffr distribution of candidates is fitted to bac

W decay phase space, closely matching that which is expe jround and signal templates (Fig. 1 upper left-hand side). F

. tall ivle. This definiti i dudeeh t his fit the W-like backgrounds and signal are modeled us-
Imentatly accessibie. IS detinition, easlly reprodu ing detector simulated Monte Carlo event samples. The QCD
oretically, minimizes the model dependence that can enter

. . Blackground is modeled using a “fake-electron” event sample
fr?ur;eg#gpthbeacgt(ta%tfglefcfrgx\t/gn(;ri\?i;ﬁrf“%T‘.WI'Z?(SS resr?ltsformed from the same candidate trigger dataset by requiring
P 9 JEUs) . that at least two of the lepton identification cuts fail while
Carlo approaches at the hadron-level. This analysis isdbas

on 3204 18 pb-? of data collected by the upgraded Collider%amtammg all kinematic requirements. Cross-checkdisf t

) . method have been performed by looking to other W kinematic
Deéector atFermilab (CDF i) during the Tevatron Run Il pe- yiqrip tions as the Fsrans;verse rr%ass of ?haﬁ?(/and the elec-
riod.

tron EZ (fig. 1 upper right-hand side). In all these variables

The CDF I detector [2] is an azimuthally and forward- 3 yery good agreement between data and background models
backward symmetric apparatus situated aroungfhieterac-  pas been found.

tion region, consisting of a magnetic spectrometer sudedn
by calorimeters and muon chambers.

W — ev candidate events are selected from a high

The total background fraction increases with increasing je
multiplicity and transverse energy. At Ioﬁt}et it is 10%
electron trigger EF > 18 GeV,|n€| < 1.1) by requiring one (40%) ‘”jghe 1 jet (4—j§ts) sample, rising to 90% aF the
good quality electron candidatE§ > 20 GeV) and the miss- highestEr™. QCD comprises 70% of the backgrougd in the
ing transverse energy#f) to be greater than 30 GeV. To 1-—jet sample. At high jet multiplicities and high{® the
further reduce background contamination, Wetransverse top contribution becomes increasingly important, clingoio
mass is required to satisiy¥’ > 20 GeV/c?. In addition, ~50% (80%) of the total background in the-Jet (3,4 — jet)

Z —ete are rejected with a veto algorithm designed to iden-sample. The behavior of the background in the 1 and 2 jet
tify event topologies consistent with having a second highsamples is plotted in the lower part of fig. 1, where the back-
Er electron. TheW — ev candidate events are then clas- ground fraction is given as a function of the minimu”
sified according to their jet multiplicity into four inclug@  used to define th&V + jet sample. The systematic uncer-
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kitematic. As shown in fig. 2, the acceptance contribute a
FIG. 1. Counter-clockwise: 1¥r distribution for event with 1 or  small error to the total uncertainty on the cross section.

more jets. Data are shown in black along with the templates for the The candidate event yield, background fractions, and ac-
QCD (blue), EWK (violet) backgrounds and signal (green), the nor- ] “rAMEL > -
malization of each template is determined by the fit to data. The reé;eptance factors are combined to form the *r > n—jet

histogram is the sum of the templates resulting from the fitEQ) ~ CrOSS section in each bin of thg* spectra. The raw cross _

distribution for events with 1 or more jets. The normalization of eachSections are unfolded for detector effects on the measeted j

histogram is determined by the fit to tie. 3) and 4) background ~€energies and corrected to the hadron level using Monte Carlo

fraction breakdown as a function of the minimus”, respectively ~ events. Al pgen [5] interfaced withPYTHI A- TUNE A [6, 7]

for the 2 and 1 jet sample. provides a reasonable description of the jet and underlying
event properties, and is used to determine the correction fa
tors, defined as the ratio of the hadron level cross sectitreto

. . . . raw reconstr r ion in the unfoldingepr
tainty on the background estimate derives mainly from thea econstructed cross section, used in the unfoldingeproc

o L . N dure. To avoid dependence of such a correction on the as-
limited statistics of the “fake-electron” sample used todmlo e . .
the QCD background, but at high jet multiplicity the 10% un- sumed Monte Carlo hadron levie}® distribution, an iterative
certainty on the measured top pair production cross seigtion procedure Is used 1o rjt;welght the events at the hadron level
also significant. In fig. 2 is plotted the effect of this uncer-until the hadron leveEr"distribution agrees with the corre-
tainty on the cross section for W + 1 and 2 jet as a function offPonding data-unfolded distribution to within the systéma
the minimume.& uncertainties on the measurement. The unfolding factaxs va
T - et
A full detector simulation has been used to take into ac_between (B5 and 12 over the measured rangeléf . The

. L X . measured jet energies were varied by ~ 3% as detailed
count selection efficiencies, coming from geometric accep-

tance, electron identification arr and E¢ resolution ef in [4], to account for systematic effects introduced by the u
, e - ! .
fects. The full CDF Il detector simulation accurately repro certainty on the calorimeter absolute energy scale. Ttat tot

. ) T systematic on the cross section introduced by the jet energy
duces electron acceptance and identification inefficisncie . : :
) ) . : measurement is dominated by the uncertainty on the absolute
evidence of a difference between data and simulation havi

0, () i 1 i
been found in th — ete~ sample. To minimize the the- grj]grgy scale and ranges between 5% and 20%, increasing with

oretical uncertainty in the extrapolation of the measurgime —T - ) o

the cross section has been defined for the W phase space acTheé measured cross section are shown in fig. 3. Re-
cessible by the CDF Il detectoi=¢ > 20GeV, |n¢| < 1.1,  Sults are presented as both cumula@V — ev+ > n—

Elr > 30GeV andm¥ > 20GeV/&. This eliminates the de- jets;E+% (n) > E+%(min)) and differentiatlo(W — ev+ >n—
pendence on Monte Carlo models to extrapolate the visiblgets) /o||5+et distribution Whereg%‘at is that of then!"—leading
cross section to the full W phase space. Nevertheless Monijet (upper plots fig. 3). The measurement spans over three or-
Carlo events have been used to correct for inefficiency anders of magnitude in cross section and close to 200 GeV in
boundary effects on the kinematic selection that defines thg:t E; for the > 1 — jet sample. For each jet multiplicity, the
cross section. Different Monte Carlo prescriptions havenbe jet spectrum is reasonably well described by individuaty-n
checked and the critical parameters have been largely sdann malizedApgen+PYTH A W + n — parton samples. The shape
These effects turned out to be at the 5% level atﬂii\%. They of the dijet invariant mass and angular correlation (lowetg
have been included into the systematic uncertainty on the efig. 3) are also well modeled by the same theory prediction. In
ficiency which is(60+ 3)%, largely independent of the jet fig 3 the solid bars represent the statistical uncertaiotiethe
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FIG. 3: Top: Cumulative cross sectia(W — eVt > nfjets;E%-a(n) > E%-a(min)) as a function of the minimurE%a(min) (Left) and
differential cross sectiodo(W — ev+ > nfjets)/dE-f-et (Right) for the first, second, third and fourth inclusive jet sample. BattOifierential
cross sectionlo(W — ev+ > 2—jets)/dMj1 > (Left) anddo(W — ev+ > 2 —jets) /dR;1j2 (Right) respectively as a function of the invariant
mass and angular separation of the leading 2 jets. Data are compareg¢n+PYTH A predictions normalized to the measured cross section
in each jet multiplicity sample.

event yield in each bin, while the shaded bands are the totaial cross section. The invariant mass shows a similar asze
systematic uncertainty which is the sum in quadrature of thef the uncertainty with increasing di-jet masses. The alngua
effects introduced by the uncertainty in the background est correlation, on the other hand, has an uncertainty reagpnab
mation, efficiency correction and jet energy measurememt (fi independent of thAR separation and dominated by the back-
2). The systematic uncertainty4s20% at lowEi®increasing ~ ground subtraction.

to 50%— 100% at highE}afor all n— jet cross sections. At | ;

et i i , ) n summary, we have measured We- > n—jet cross sec-
low Ey~the systematic error is dominated by the uncertaintyions in 320 pbl of pp collisions at/s = 1.96 TeV, includ-
on the jet energy scale, whereas at higffit is dominated  ing events with 4 or more jets produced in association with
by the background uncertainty, in particular, by the lidite theW boson. The cross sections, defined in a limiédie-
statistic of the QCD background sample. We expect to recay phase space, have otherwise been fully corrected for all
duce drastically this effect by increasing the statistidh®  known detector effects. Preliminary comparisons show rea-
data sample. The behavior of the uncertainties as a functiogonable agreement between the measured cross sections and
of the E%a is similar for both the the cumulative and differen- the predictions of matched Monte Carlo samples.
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