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We present the results of a search for pair production of scalar top quarks (t̃1) in an R-parity
violating supersymmetry scenario in 200 pb−1 of pp collisions at

√
s = 1.96 TeV collected by the

Collider Detector at Fermilab. In this case each t̃1 decays into a τ lepton and a b quark. The
final state is either an electron or a muon (� = e or µ) from the τ → �ν�ντ decay, as well as a
hadronically decaying τ lepton, and two or more jets. Five candidate events pass our final selection
criteria, which is consistent with the standard model expectation of 4.8± 0.7 events. We set a 95%
confidence level lower limit on the t̃1 mass, m(t̃1), at 134 GeV/c2 for B(t̃1 → τb) = 1 with the
next-to-leading order calculation of the cross section using CTEQ6M parton distribution functions

(PDFs) and a renomalization scale of Q2 =

q
m(t̃1)

2
+ pT

2. If we include theoretical uncertainties

in the cross section calculation due to the renormalization scales and PDFs, a conservative limit
of m(t̃1) > 129 GeV/c2 is obtained. These limits are also fully applicable to the case of the third
generation scalar leptoquark (LQ3) assuming a 100% branching ratio for the LQ3→τb decay mode.
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I. INTRODUCTION

Various supersymmetric (SUSY) models [1] predict that the first two generations of SUSY partners of the quarks
and the leptons (squarks and sleptons) are approximately mass degenerate. However, the mass of the lightest top
squark (t̃1 or ‘stop’) can be relatively light due to a large mixing between the interaction eigenstates, t̃L and t̃R.
This mixing depends in part on the top Yukawa coupling which is largely due to the heavy top quark mass, and it is
possible that t̃1 is lighter than the top quark [2]. Within a framework of Rp violating (R/p) SUSY [3], each t̃1 decays
to a tau (τ) lepton and a bottom (b) quark with a branching ratio, B, which depends on the coupling constants of
the particular model.

In pp collisions at
√

s = 1.96 TeV at the Fermilab Tevatron, stop pairs might be produced strongly via Rp-conserving
processes through gg fusion and qq annihilation. In this paper we describe a search for t̃1

¯̃t1→ττbb with the CDF II
detector [4] in a final state of either an electron or a muon (� = e or µ) from the τ → �ν�ντ (τ�) decay, as well as a
hadronically decaying tau (τh) lepton, and two or more jets. We assume B(t̃1→τb) = 1.

II. DATA SAMPLE AND EVENT SELECTION

The analysis begins with a data sample collected by inclusive lepton plus track triggers [5] that require an electron
candidate with calorimeter cluster ET > 8 GeV (|η| < 1.1 in CEM) or a muon candidate with track momentum
pT > 8 GeV/c (|η| < 0.6 in CMUP; 0.6 < |η| < 1 in CMX), and an additional XFT track with pT > 5 GeV/c [6, 7].
The integrated luminosity of the data sample for CEM and CMUP (CMX) is 197 pb−1 (178 pb−1).

We select events by identifying at least one lepton with pT
� > 10 GeV/c for the CEM electron, CMUP or CMX

muon) and at least one τh candidate with pT
τ > 15 GeV/c in the fiducial region of the detector. Jets are identified

with a fixed-cone of ∆R = 0.4 in |η| < 2.4 and required to have ET > 15 GeV and separated from any of e, µ, and
τh by ∆R > 0.8.

We then apply for a series of event topology cuts designed to improve the sensitivity of the search, where the
dominant standard model (SM) backgrounds are QCD events (bb, γ + jet) and vector bosons with multiple jets.
The events are removed if (a) the primary electron is from photon conversion or the primary muon is a cosmic
ray muon (|φµ − φseedtrack

τ − π| < 0.1 for Njet = 0); (b) the invariant mass of the primary electron and a loosely-
identified second electron candidate is 76 < me+e− < 106 GeV/c2; (c) the e-τh system satisfies the three criteria:
(fEM(τh) − 0.4)2)/(0.4)2 + (∆φeτ − 1.5)2/(1.5)2 ≥ 1 if ∆φeτ > 1.5 and mT(e, E/T) ≡ √

2 pT
e E/T (1 − cos∆Φ) >

35 GeV/c2, where fEM(τh) is a fraction of the EM energy to the total τh energy cluster and ∆Φ is an azimuthal angle
between e and E/T; (d) the invariant mass of the primary muon and a loosely-identified second muon candidate is
66 < mµ+µ− < 111 GeV/c2; (e) ST ≡ pT

� + pT
τh + E/T < 85 GeV. Cut (c) is to remove the events in a region of

high transverse mass of electron and missing transverse energy where one of two electron legs in Z → e+e− decay is
not well measured in the detector and mis-identified as a τh. Cut (e) is to suppress the QCD and Z → τ+τ− events
[8] and re-optimized for this analysis.

We define the primary signal region (A2) with (f) Njet ≥ 2 and (g) mT(�, E/T) < 35 GeV/c2 along with other
five regions as defined in Table I. We estimate the geometrical/kinematical acceptances (Ageom/kine), efficiencies
for identification (ID) and isolation (ISO) cuts (εID and εISO), lepton and XFT track trigger efficiencies (ε�

trig and
εXFT
trig ), a total acceptance for event topological cuts (εtopo), using pythia [9] with the geant-based [10] CDF detector

simulation or data. Our nominal choice of parton distribution functions (PDFs) and a renomalization scale (Q2) is

CTEQ6 [11] and Q2 =
√

m(t̃1)
2 + pT

2. The estimated numbers are summarized in Table II for t̃1
¯̃t1(→τ�τhbb) events

(m(t̃1)= 130 GeV/c2) in region A2. Figure 1 is the total event acceptance (α ≡ Ageom/kine · εID · εISO · εtrig · εtopo) as
a function of m(t̃1). Here εID = ε�

ID · ετh
ID , εISO = ε�

ISO · ετh
ISO, εtrig = ε�

trig · εXFT
trig .

It should be noted that to avoid biassing our result, a ‘blind’ analysis technique is employed, where the data in
region A2 is ‘blinded’ until we fully optimize the event selection criteria for signal events and estimate the signal event
acceptance and the background (BG) events in each of six regions.

III. BACKGROUNDS

The SM backgrounds are (i) events with true �τh pair from Z0/γ∗(→τ+τ−)+jets, tt and diboson (W+W−, W±Z0,
Z0Z0) production; (ii) events with fake �τh combination from W + jet, Z0/γ∗(→�+�−)+jets, and QCD events. We
first estimate all SM background events excluding W + jet events. Z0/γ∗(→τ+τ−)+jets are estimated using pythia
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TABLE I: Definition of six regions in the mT-Njet plane, where A2 is the primary signal region. Regions A0, B0, A2 and B2

are used in setting final limit, regions A1 and B1 will be used as control regions.

mT < 35 GeV/c2 mT > 35 GeV/c2

Njet ≥ 2 A2 B2

Njet = 1 A1 B1

Njet = 0 A0 B0

TABLE II: Acceptances and efficiencies (in %) for t̃1
¯̃t1→τ�τhbb in region A2 in the case of m(t̃1) = 130 GeV/c2. Two systematical

uncertainties are shown for Ageom/kine, εID, εISO, and εtrig. The first is due to the statistical uncertainty since it is determined
by MC or control data samples; the second is the systematic uncertainty in the CDF detector simulation program.

e + τ µCMUP + τ µCMX + τ
Ageom/kine

Geometrical/kinematical acceptance for � and τh with ∆R cut 14.7 ± 0.1 ± 0.2 9.35 ± 0.12 ± 0.18 3.35 ± 0.08 ± 0.05

εID
Lepton identification efficiency 85.2 ± 0.4 ± 0.9 85.7 ± 0.4 ± 4.0 88.7 ± 0.8 ± 1.0
Tau identification efficiency 71.7 ± 0.6 ± 2.2 72.3 ± 0.8 ± 2.2 71.5 ± 1.3 ± 2.1
εISO

Lepton isolation efficiency 79.0 ± 0.5 ± 2.4 82.5 ± 0.5 ± 2.5 84.5 ± 0.9 ± 2.5
Tau isolation efficiency 68.9 ± 0.8 ± 2.1 70.6 ± 1.0 ± 2.1 70.2 ± 1.8 ± 2.1
εtrig
Lepton trigger efficiency 97.1 ± 0.2 ± 1.0 95.5 ± 0.3 ± 1.0 95.4 ± 0.6 ± 1.0
XFT-track trigger efficiency ←− 96.2 ± 0.5 ± 1.0 −→
εtopo

Total acceptance for event topology 45.1 ± 1.0 52.0 ± 1.2 48.1 ± 2.1
α : Total Event Acceptance 2.06 ± 0.06 1.60 ± 0.05 0.56 ± 0.03

[9] and the geant-based [10] CDF detector simulation with the correction factors for the Njet distribution obtained
from Z0→�+�− data. The QCD events are estimated using the lepton ISO distribution using a data sample of non-
isolated leptons. The contribution from Z0/γ∗(→�+�−)+jets, tt, W+W−, W±Z0, and Z0Z0 production is estimated
using with pythia [9] and the detector simulation program. The cross sections for tt, W+W−, W±Z0, and Z0Z0

production are normalized to next-to-leading order (NLO) calculations of 6.7, 12.4, 3.78, and 1.4 pb, respectively.
In Table III we show the number of events observed in data, along with the expected number of SM events excluding

the W + jet events. It should be noted that the number of events in data in region A2 (shown in the boldface numbers)
are only known after all event selection cuts are finalized and the SM backgrounds are estimated. The Njet distribution
for a data sample of events in mT < 35 GeV/c2 (regions A0, A1, and A2) is shown in Figure 2, where the W + jet
contribution is negligible. There is a good agreement between the data and the SM prediction in each jet multiplicity.
A total of five events found in region A2 are consistent with the SM expectation.

We note that large discrepancies between ‘Observed’ and ‘BG’ in regions B0 and B1 are expected from the W + jet
contribution. We estimate the W + jet contributions in A2 and B2 as NW+j(A2) = NW+j(A0) ·RA and NW+j(B2)
= NW+j(B0) ·RB, where RA ∼ RB. The values of R for mT < 35 GeV/c2 and mT > 35 GeV/c2 are estimated with
pythia plus the detector simulation. We find the ratio of two R values to be 1.0 ± 0.5. The large uncertainty does
not affect in setting the mass limit, because the W + jet contributions in regions A2 and B2 are negligible.

IV. SYSTEMATIC UNCERTAINTIES

The sources of systematic uncertainties for the acceptance for t̃1
¯̃t1→τ�τhbb are uncertainties from (a) PDFs, (b) ini-

tial and final state radiation (ISR and FSR), (c) jet energy scale, (d) E/T simulation, (e) identification and isolation
efficiencies for e, µ, and τh, (f) geometrical and kinematical acceptance in the detector simulation. The combined
systematic uncertainty for the electron (muon) channel varies from 8.3% (8.8%) for the stop mass of m(t̃1)= 100
GeV/c2 and 6.7% (6.9%) for 160 GeV/c2.



4

100 110 120 130 140 150 160

 

0

1

2

3

4

CEM electron, |η|<1.1

CMUP muon,  |η|<0.6
CMX muon,  0.6< |η|<1.0
CMUP+CMX

A
cc

ep
ta

n
ce

 x
 E

ff
ic

ie
n

cy
 %

m(t1)  GeV/c2

pp      t1t1       (beνν) (bτhν):

pp      t1t1       (bµνν) (bτhν):

CDF Run II Preliminary

FIG. 1: Total event acceptance as a function of the stop mass, m(t̃1), for different lepton plus track triggers.

TABLE III: Number of events observed in data, along with the expected number of SM background (BG) events excluding the
W + jet contribution. The data in region A2 is ‘blinded’ until we fully optimize the event selection criteria for signal events
and estimate the signal event acceptance and the number of BG events in each of six regions.

e + τ Channel µ + τ Channel
Region Observed BG (excluding W + jet) Observed BG (excluding W + jet)

A2 2 2.60+0.58
−0.53 3 2.21+0.50

−0.30

B2 3 2.94+0.80
−0.73 4 2.60+0.46

−0.32

A1 7 6.58+0.64
−0.55 5 5.58+0.77

−0.55

B1 16 3.29+0.62
−0.48 12 2.34+0.50

−0.31

A0 22 25.90+1.29
−1.20 5 5.56+0.57

−0.40

B0 37 4.19+0.57
−0.43 48 6.28+0.77

−0.66

V. CROSS SECTION AND MASS LIMITS

With no excess in region A2, a 95% confidence level (C.L.) limit on the t̃1
¯̃t1 production cross section (σ) is calculated.

We define a likelihood function using Poisson statistics as a function of σ using:

• Number of observed events in each of the regions A2, B2, A0, and B1;

• Number of expected events in each region, Ni = σ · B(ττ→τ�τh) · ∫ L dt · αi + NBG
i + NW+j

i , where NBG
i

includes all SM backgrounds excluding W + jet events, αi is the total event acceptance for signal in region i
(note that αi is negligibly small for regions A0 and B0);

• RB/RA = 1.0 ± 0.5, taking the absolute rate of the W + jet events as a nuisance parameter.

The likelihood function is a probability of observing the number of events found in data given the signal cross section.
Electron and muon channels are treated as two separate measurements, taking into account correlated systematic
uncertainties.

Table IV shows 95% C.L. upper limits on the cross section as a function of m(t̃1). The 95% C.L. limit curve (thick
solid line in red) is shown in Fig. 3, comparing to the NLO cross sections [12] for our nominal choice of CTEQ6M PDFs

[11] and a renormalization scale of Q2 =
√

m(t̃1)
2
+ p2

T (blue, solid), while two dashed lines with ±18% uncertainties
due to the choice of Q2 (varying the scale from its nominal value by a factor of two or a half) and PDFs. We find
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FIG. 2: Distribution of Njet for events in mT < 35 GeV/c2, compared to the expectations from SM background and t̃1
¯̃t1

(m(t̃1) = 130 GeV/c2) events.

TABLE IV: 95% C.L. upper limit on the t̃1
¯̃t1 production cross section (in pb) as a function of m(t̃1) with our nominal choice

of CTEQ6M PDFs [11] and a renormalization scale of

q
m(t̃1)

2
+ p2

T . We assume B(t̃1
¯̃t1→ττbb) = 1.

m(t̃1) (GeV/c2)
Ne+τh

evt Nµ+τh
evt 100 110 120 130 140 150 160

2 3 6.75 4.75 3.75 3.05 2.75 2.65 2.35

m(t̃1) > 134 GeV/c2 for the nominal choice and a conservative mass limit of m(t̃1) > 129 GeV/c2. The previously
published limit of m(t̃1) > 122 GeV/c2 [8] should be compared to 134 GeV/c2.

It should be noted that the stop pair production process is very similar to the pair production of the third generation
scalar leptoquark. The cross sections become identical in the limit of heavy gluino. Thus, the same mass limit is
applicable.

VI. CONCLUSIONS

We have searched for t̃1
¯̃t1 production in the final state of a lepton, a τh and two jets using 200 pb−1 of pp collision

data at
√

s = 1.96 TeV. The final state would be expected within a R/p SUSY scenario of t̃1→τb. With an observation
of five events that was consistent with the SM background expectation, we set a 95% C.L. lower limit on the t̃1 mass
to be 129 GeV/c2 taking into account the theoretical uncertainties on the NLO cross section due to the uncertainties
on Q2 and PDFs.
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FIG. 3: 95% C.L. limit curve for the t̃1
¯̃t1 production cross section (thick solid line) with the NLO calculations (solid line)

for the cross section [12]. The uncertainties of the theoretical calculation due to choice of PDFs and normalization scales are
also shown (dashed lines). Previous constraint obtained from CDF and LEP leptoquark searches (m(t̃1) > 99 GeV/c2) is also
shown.
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