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We report on the measurement of the inclusive jet cross section in pp collisions at /s = 1.96 TeV.
Jets are searched for using the longitudinally invariant Kt algorithm. The measurement is carried
out for jets with rapidity 0.1 < [Y'***| < 0.7 and transverse momentum in the range 54 < Pi' <
700 GeV/c, and is corrected to the hadron level. The measured cross section is in good agreement
with NLO perturbative QCD predictions.
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The measurement of the inclusive jet cross section as a
function of the jet transverse momentum, Pi*, in pp colli-
sions at /s = 1.96 TeV constitutes a stringent test of per-
turbative QCD (pQCD) [1] predictions over more than
eight orders of magnitude and is sensitive to the presence
of new physics beyond the standard model. The pQCD
calculations are written as matrix elements, describing
the hard interaction between partons, convoluted with
parton density functions (PDFs) [2,3] in the proton and
antiproton that require input from the experiments. In
particular, inclusive jet production measurements from
Run I [4] have been used to partially constrain the gluon
distribution in the proton at high z-Bjorken. The in-
creased center-of-mass energy and integrated luminosity
in Run IT at the Tevatron have allowed to extend the
measured jet cross section to jets with transverse mo-
mentum up to about 700 GeV/c. This letter presents a
measurement of the inclusive jet production cross section
as a function of PX* for jets with PX* > 54 GeV/c and
rapidity [5] in the region 0.1 < |Y¥¢t| < 0.7, where jets are
searched for using the longitudinally invariant Kt algo-
rithm [6,7] in the laboratory frame. The measurements
are corrected to the hadron level [8] and compared to
pQCD NLO predictions [9]. Similar measurements have
been carried out using cone-based jet algorithms [4,10] for
which an additional parameter [7] must be introduced in
the pQCD predictions to mimic the splitting and merging
prescription of overlapping cones defined in the data.

The hadronic final states in hadron-hadron collisions
are characterized by the presence of soft hadronic activ-
ity produced by initial-state soft-gluon radiation and the
interaction between the proton and antiproton remnants
(the so-called underlying event), in addition to collimated
jets of hadrons along the direction of the scattered par-
tons originated by the hard interaction. A proper com-
parison between the measured jet cross section at the
hadron level and the pQCD prediction at the parton
level requires additional corrections to account for the
contribution to the measured P¥* spectrum from the un-
derlying event and hadronization processes that become
important at low PJTet; this could explain the marginal
agreement between the data and the pQCD NLO pre-
dictions observed in previous jet measurements using the
K algorithm in Run I [11]. A number of precise mea-
surements have been carried out in Run II [12,13] indicat-
ing that a good description of the underlying event and
the jet fragmentation into hadrons is achieved by tuning
Monte Carlo models.

The CDF II detector is described in detail in [14].
Here, the sub-detectors most relevant for this analysis
are briefly discussed. The detector has a charged parti-
cle tracking system immersed in a 1.4 T magnetic field,
aligned coaxially with the beam line. A silicon microstrip
detector [15] provides tracking over the radial range 1.35
to 28 cm and covers the pseudorapidity range |n| < 2.
A 3.1 m long open-cell drift chamber, the Central Outer

Tracker (COT) [16], covers the radial range from 44 to
132 cm and provides tracking coverage for |n| < 1. Seg-
mented sampling calorimeters, arranged in a projective
tower geometry, surround the tracking system and mea-
sure the energy flow of interacting particles in || < 3.6.
The CDF central barrel calorimeter [17] is unchanged
from Run I and covers the region || < 1. It consists of
an electromagnetic (CEM) calorimeter and an hadronic
(CHA) calorimeter segmented into 480 towers of size
0.1 in n and 15° in ¢. The end-wall hadronic (WHA)
calorimeter [18] complements the coverage of the central
barrel calorimeter in the region 0.6 < || < 1.0 and pro-
vides additional forward coverage out to |n| < 1.3. In
Run II, new forward scintillator-plate calorimeters [19]
replaced the original Run I gas calorimeter system. The
new plug electromagnetic (PEM) calorimeter covers the
region 1.1 < |n| < 3.6 while the new hadronic (PHA)
calorimeter provides coverage in the 1.3 < || < 3.6 re-
gion. The calorimetry has a crack at n = 0 (between
the two halves of the central barrel calorimeter) and two
cracks at 7 = 1.1 (in the region between the WHA
and the plug calorimeters). The measured energy reso-
lutions for electrons in the electromagnetic calorimeters
are 14%/+/Er (CEM) and 16%/vVE @® 1% (PEM) where
the units are expressed in GeV. The single-pion energy
resolutions in the hadronic calorimeters, as determined in
test-beam data, are 75%/v/Er (CHA), 80%/vVE (WHA)
and 80%/vVE ® 5% (PHA). Cherenkov counters located
in the 3.7 < |n| < 4.7 region [20] measure the average
number of inelastic pp collisions per bunch crossing and
thereby determine the beam luminosity.

Monte Carlo event samples are used to determine the
response of the detector and the correction factors to the
hadron level. The generated samples are passed through
a full CDF detector simulation (based on GEANT3 [21]
where the GFLASH [22] package is used to simulate the
energy deposition in the calorimeters), and then recon-
structed and analyzed using the same analysis chain as in
the data. Samples of simulated inclusive jet events have
been generated using the PYTHIA 6.203 [23] and HER-
WIG 6.4 [24] Monte Carlo generators. CTEQS5L [25] par-
ton distribution functions are used for the proton and an-
tiproton. The PYTHIA samples have been created using
a special tuned set of parameters, denoted as PYTHTA-
Tune A [26], that includes enhanced contributions from
initial-state gluon radiation and secondary parton inter-
actions between remnants. Tune A was determined as
a result of dedicated studies of the underlying event us-
ing the CDF Run I data [27] and it has been shown to
properly describe the measured jet shapes in Run II [12].
In the case of PYTHIA, fragmentation into hadrons is
carried out using the string model [28] as implemented
in JETSET [29], while HERWIG implements the cluster
model [30].

The longitudinally invariant Ky algorithm is used to
reconstruct jets from the energy deposits in the calorime-



ter towers with transverse momentum above 0.1 GeV/c.

The quantities:

AR?,
D2

Ky (i) = P%,i ; K (i) = min(PzT,bP?I‘,j) : 0

are computed for each tower and pair or towers, where
Pt ; denotes the transverse momentum of the ith tower,
AR; ; is the distance (Y — ¢ space) between each pair
of towers and D is a parameter that approximately con-
trols the size of the jet. All Kp (5 and Ky (5 values
are then collected into a single sorted list that is input
to the algorithm. In the jet algorithm, if the smallest
quantity is of the type K (; the corresponding tower
is called “jet” and removed from the list. Otherwise, if
the smallest quantity is of the type Kr (), the towers
are combined into a cluster by summing up their four-
vector components. The procedure above is iterated until
the list becomes empty. The jet transverse momentum,
rapidity and azimuthal angle, as determined usmg the
calorimeter towers, are denoted as P CAL> Y54, and

q&’c AL respectively. The same jet algorithm is applied to
the final-state particles in Monte Carlo generated events
to search for jets at the hadron level. In this case, no cut
on the minimum transverse momentum of the particles
is applied. The resultmg hadron- level jet variables are
denoted as Py, ), Yiga, and o

The measurements presented in thls letter correspond
to a total integrated luminosity of 385 £ 22 pb~! of
data collected by the CDF experiment in Run II. Online,
events are selected using three-level trigger paths [31],
based on the measured energy deposits in the calorimeter
towers, with several different thresholds on the jet trans-
verse energies [12]. Offline, jets are reconstructed using
the K algorithm, as explained above, with D = 0.7. For
each trigger data sample, the threshold on the minimum
ij caL is chosen in such a way that the trigger is fully
efficient in the whole kinematic region under study. The
events are required to have at least one jet with rapidity
in the region 0.1 < |Y4, | < 0.7 and corrected transverse
momentum (see below) above 54 GeV/c. The events are
selected to have at least one reconstructed primary ver-
tex with z-position within 60 cm around the nominal
interaction point. In order to remove beam-related back-
grounds and cosmic rays, particularly dangerous at high
PJet (where the QCD cross section is very small), the
events are required to fulfill Hr//XEr < F(PlTef’gX’E ety,
where Hr denotes the missing transverse energy and L Ep
is the total transverse energy of the event, as measured
using calorimeter towers with transverse energy above
100 MeV. The threshold function F(PlTef‘gX‘f ) is de-
fined as F(Plﬁf’gi{‘f jet) = min(2 + % X Plﬁ?gxf jet,?),
where PlTe’agK'f J s the uncorrected transverse momen-
tum of the leading jet. This cut is designed to have very
high background-rejection power while preserves more

than 95% of the QCD events, as determined from Monte
Carlo. A visual scan over the events in the tail of the
PT cay, distribution, above 400 GeV/c, confirmed that
they are all consistent with QCD final states.

The jet transverse momentum measured in the
calorimeter includes additional contributions as result of
multiple proton-antiproton interactions per bunch cross-
ing at high Tevatron instantaneous luminosity. This
mainly affects the measured cross section at low PJe‘6
where the contributions become sizable. The data
used in this measurement was collected at Tevatron
instantaneous luminosities in the range between 0.2 X
103'ecm~2s7! and 9.6 x 103'cm 25! with an average of
2.6 x 103'ecm =251, for which less than one interaction
per bunch crossing is expected. At the highest instanta-
neous luminosities considered, an average of two interac-
tions per bunch crossing are produced. In CDF, multiple
interactions are identified via the presence of additional
primary vertices inside the tracking volume. The mea-
sured jet transverse momenta are corrected for the effect
of multiple proton-antiproton interactions by removing
a certain amount of transverse momentum, €g 7, for each
additional primary vertex observed in the event. A factor
€0.7 = 1.627070 GeV/c is determined from the data by
requiring that, after the correction is applied, the ratio of
cross sections at low and high instantaneous luminosities
does not show any PJTet dependence. The errors quoted
on €. 7 reflect a conservative estimation of its uncertainty
and is included in the study of the systematic uncertain-
ties on the final measurement.

The reconstruction of the jet variables in the calorime-
ter is studied using Monte Carlo event samples and
matched pair of jets (Y — ¢ space) at the calorimeter
and hadron levels. These studies indicate that the angu-
lar variables of the jet are reconstructed in the calorime-
ter with no significant systematic shift and a resolution
better than 0.05 units in Y and ¢ at low PJ;':“C AL, that

improves as PjTe,tC Ap increases. The jet transverse momen-
tum measured in the calorimeter systematically underes-
timates that of the hadron level jet, which is mainly at-
tributed to the non- compensating nature of the calorime-
ter [32]. For jets with PT car, about 50 GeV/c, the jet
transverse momentum is reconstructed with an average
shift of —19% and a resolution of 14%. The jet recon-
struction improves as PJT car increases. For jets with

PT car, about 500 GeV /c, the jet transverse momentum
is reconstructed with an average shift of —5% and a res-
olution of 7%. In order to evaluate how well the Monte
Carlo reproduces the jet energy resolutions observed in
the data, the bisector method [33] is employed. The es-
timated detector resolutions in data and Monte Carlo
agree within a relative uncertainty of £8% over the whole
PJT“c AL Tange.

The measured PT CAL distribution is corrected back to
the hadron level using Monte Carlo. PYTHIA-Tune A



provides a reasonable description of the different quan-
tities and is used to determine the correction factors in
the unfolding procedure. In order to avoid any bias on
the correction factors due to the particular PDFs used
during the generation of the Monte Carlo samples, which
translates into slightly different simulated Pi;:”c ap, distri-
butions, PYTHIA-Tune A is re-weighted until it perfectly
follows the measured PJTefC AL Spectrum in the data. The
unfolding is carried out in two steps. First, an aver-
age correction is extracted from the Monte Carlo using
matched pair of jets at the calorimeter and hadron levels.
The correlation < PX'yap — PEioar > vs < Ploar >,
calculated in bins of (PJTe’tH ap + PJ;F:“C AL)/2, is used to ex-
tract multiplicative correction factors which are then ap-
plied to the measured jets to obtain the corrected trans-

o !
verse momenta, PJ.'5z. The uncorrected cross section
’

. . . jet
is defined in bins of Py oo as

d%e 1 NJC%R
jet jet T jet jet
dPT,CORdYCAL L A:PT,COR A-YICAL

)

where Née(t)R denotes the total number of jets measured
in a given Pj{f’tCOR bin, APJ;E;COR is the size of the bin,
AYS | denotes the region in Y4, considered and L
is the total luminosity of the data sample. Second, the
measurements are corrected for acceptance and smearing
effects back to the hadron level using a bin-by-bin un-
folding procedure, which also account for the efficiency
of the selection criteria. The unfolding factors,

U( jet )= d*o / dPJ"EtHADdYJ;ZD
TR @2 / dPJTe,tCORdYJ&KL

; ®3)

are extracted from Monte Carlo and applied to the mea-
sured PY'op distribution in the data to obtain the final

result. The factor U (PjTefCOR) increases with PJ;FTCOR and

varies between 1.04 at low Pj{f’tCOR and 1.3 at very high
PI R

T,COR

A detailed study of the different systematic uncertain-
ties was carried out [34]. The measured jet energies were
varied by +2% (at low PjTet) and 3% (at very high
P¥e) [35] to account for the uncertainty on the absolute
energy scale in the calorimeter; this introduces an un-
certainty on the final measurement which varies between
+£10% at low PE' and *53% at high PX'. A £8% uncer-
tainty on the jet energy resolution introduces an uncer-
tainty in the measured cross section between 2% at low
P)t' and 8% at high P’'. The unfolding procedure was
repeated using HERWIG instead of PYTHIA-Tune A to
account for the uncertainty on the modeling of the par-
ton cascades and the jet fragmentation into hadrons; the
maximum effect on the measured cross section is of the

order of 5% at low Pil‘ft. The unfolding procedure was
carried out using unweighted PYTHIA-Tune A; the ef-
fect on the measured cross section is negligible for jets
with PX* < 400 GeV/c and introduces a 4% uncertainty
at very high Pj{ft. The quoted uncertainty on €y.7 was
taken into account; the effect on the measured cross sec-
tion is less than 3% and negligible for jets with PiS* > 200
GeV/c. Finally, other sources of systematic uncertain-
ties, related to the event selection criteria, have been
considered and found to contribute less than 1% to the
total systematic uncertainty on the measurement. Posi-
tive and negative deviations with respect to the nominal
values in each PJTGt bin are added separately in quadrature
to the statistical errors. An additional 5.8% uncertainty
on the total luminosity is not included.

. . . . 2
The corrected inclusive jet cross section do

» dPitayiet
refers to Kt jets at the hadron level with D = 0.7 in
the region 0.1 < [Y¥*| < 0.7 and P§* > 54 GeV/c. Fig-
ure 1 shows the measured cross section as a function of
Pﬂf’t compared to NLO pQCD predictions. The measured
data points are collected in Table I. The data decreases
by more than eight orders of magnitude as PJ{ft increases
from 54 GeV/c up to P of the order of 700 GeV/c.
The NLO pQCD predictions are computed using the
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FIG. 1. Measured inclusive jet cross section (black dots)
as a function of PJ' for jets with PX' > 54 GeV/c and
0.1 < |Y¥*] < 0.7, compared to NLO pQCD predictions
(open stars). The shaded band shows the total systematic
uncertainty on the measurement.

JETRAD program [9] with CTEQ6.1M PDFs and the
renormalization and factorization scales (ug and ur) set
to po = max (PjTet) /2. Different sources of uncertainty in
the theoretical predictions were considered. The renor-
malization and factorization scales were varied from pg
to 2up in order to estimate the effect of terms beyond

NLO in the calculation; this reduces the theoretical pre-



diction by 2% at low P¥' and 8% at high P¥'. The
uncertainty due to the PDFs was computed using the
Hessian method [36] taking into account 1o variations
along each direction in the CTEQ6.1M parameter space;
this introduces an uncertainty on the theoretical predic-

: : +20% jet +70%
tion that increases from *7 )z at low Pr” to 407 at very

high PjTet, and it is dominated by the variation of those
parameters associated to the gluon PDF.

The theoretical prediction includes an additional cor-
rection factor, Cuap (P)"), (see Fig. 2 and Table T) that
approximately accounts for non-perturbative contribu-
tions coming from the underlying event and fragmenta-
tion into hadrons, which are not present in the pQCD
calculation. As already mentioned, this correction fac-
tor is necessary for an adequate comparison between the
measured jet cross section at the hadron level and the
fixed-order parton-level pQCD prediction. The correc-
tion factor Cap(PX') was estimated, using PYTHIA-
Tune A, as the difference between the nominal PI%
distribution and the one obtained after turning off the in-
teractions between proton and antiproton remnants and
the JETSET string fragmentation in the Monte Carlo.
The parton-to-hadron correction shows a strong P de-
pendence and increases as PjTet decreases. For jets with
Pj;t about 54 GeV/c the correction is about 1.2. The un-
certainty on Cgap (PjTet) is of the order of 13% at low ij‘ft,
as determined from the difference between the parton-to-
hadron correction factors obtained using HERWIG in-
stead of PYTHIA-Tune A.

Figure 3 shows the ratio data/theory as a function of
PX'. Good agreement is observed between the measured
cross section and the pQCD NLO predictions over the
whole PJTet range under study. In particular, no signifi-
cant deviation from the QCD prediction is observed at
high Pi*. The total uncertainty on the measurement is
dominated by the uncertainty on the absolute jet energy
scale, while the precision of the theoretical calculation
is mainly limited by the present knowledge of the gluon
PDF in the proton at high z-Bjorken. In addition, Fig. 3
shows the ratio between pQCD predictions with different
pr and pr scales, as discussed above, and different PDF's
set, where MRST2004 is used instead of CTEQ6.1M. The
latter changes the pQCD prediction by +10% at low PJTet
and —15% at high Pi, well inside the theoretical and
experimental uncertainties.

Finally, the complete analysis was repeated using dif-
ferent values for the D parameter in the Kt algorithm
(D = 0.5 and D = 1.0) [34]. In both cases, good agree-
ment was again observed between the measured cross sec-
tions and the NLO pQCD predictions in the whole range
in PJ{f’t. This validates the experimental procedure fol-
lowed to determine the cross section and demonstrates a
good control of the parton-to-hadron correction factors
applied to the pQCD predictions. As the D parame-
ter decreases (increases) the measurement becomes less

(more) sensitive to the presence and proper modeling of
the non-perturbative underlying event contributions. For
D = 0.5 (D = 1.0) a parton-to-hadron correction factor
Cuap = 1.1 (Cuap = 1.4) must be applied to the theo-
retical predictions at low PI*.
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FIG. 2. Magnitude of the parton-to-hadron correction,
CHAD(PJTet), used to correct the NLO pQCD predictions. The
shaded band indicates the quoted Monte Carlo modeling un-
certainty.
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FIG. 3. Ratio Data/Theory as a function of Pi¢* for jets
with PX* > 54 GeV/c and 0.1 < |Y*®*| < 0.7. The error bars
(shaded band) show the total statistical (systematic) uncer-
tainty on the data. An additional 5.8% uncertainty on the
total luminosity is not included in the figure. The solid lines
indicate the PDF uncertainty on the theoretical prediction
using CTEQ6.1M with pg r set to po = max(Pi*)/2. The
dashed line presents the ratio of MRST2004 and CTEQ6.1M
pQCD predictions. The dotted-dashed line shows the ratio of
CTEQ6.1M predictions with pur r set to 2uo and po.

In summary, we have presented results on inclusive jet
production in pp collisions at /s = 1.96 TeV using the
Kr algorithm with D = 0.7, for jets with transverse mo-
mentum P* > 54 GeV/c and jet rapidity in the region
0.1 < |Y’®| < 0.7, based on 385 pb~! of CDF Run II
data. The measured cross section is in agreement with
NLO pQCD predictions. These results confirm the va-
lidity of the Kt algorithm to search for jets in a hadron-
hadron environment, and will contribute to a better de-
termination of the gluon distribution inside the proton.
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TABLE 1. Measured inclusive jet differential cross section
as a function of PI¥* for jets with P¥* > 54 GeV/c and
0.1 < |Y¥®*| < 0.7 corrected to the hadron level. An additional
5.8% uncertainty on the total luminosity is not included. The
parton-to-hadron correction factors, CHAD(PJ;t), are applied
to the pQCD NLO predictions.
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