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Description of Operation

o Effective 3 stage pipeline
— Loading (4 buffers on boards)

— MBus Transfer Magic Bus
— Processing 1 ' T I i T i "
o Dataloaded from upstream into Y .
interface boards Alpna Cluster L1 islaion
e Datasent over Magic Busto Alph: 1)Zm SVT | Treck]}| Muon | XCES [List -~ [ Trig | Ot

boards. (Data sent to all Alphas) 0 T

— Recesboards readout by single U7kt 21bity 512bits 1536hitd 46bity 96ty 145bitd
Alphaif needed for electron T9 track  trak smmayflay evet  duser  evet  duder
trigger 1050 hits

e Alphaprocessor(s) evauate s
algorithms (in parallel)
— L2 Trigger decisionsentto TS
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Data L oading Performance

Data Loading rate/time
— Timefrom L1A to all data being on interface board
— L21: 500ns (4 CDF clocks)
— SVT: about 25us (real tracks)
e Dominated by SV X readout and SVT processing
— Track: Minimum of 4.6usec + 132nsec* Ntracks>22

» 4.6usec istimeto check all XTRP data boards for tracks and send the EE word
» 1.6usec to start sending first track + 132ns for each additional track

— Clist: 1 us per cluster
e Dominate timeisfinding clusters
» 300nstransfer time per cluster from LOCOS to Clist
— Isolist: 3us per cluster
e Dominate timeisfinding clusters
— Muon: 2.5us
— Reces: 6us
» Dominated by 5usto get data into SMXR
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Magic Bus Performance

 Magic Bus Transfer rate/time
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L1: 400 ns
SVT: 300 + 200*(N-1) ns 2 SVT tracks’yMBusword
Track: 300 + 200*(N-1) ns 5 tracksMBusword
Clist: 260 + 150*(N-1) ns 1 cluster/MBusword (could be 2 clusters)
|solist:800 + 300*(N-1) ns 1 cluster/MBusword
e Onsfor 0 MBuswords
Muon: 300 + 200* (N-1) ns (assumed same as tracklist boards)
e Muon board sends 4 MBus summary words
Reces. Ons (Recesisread by Alphawhile processing triggers)
» Alphauses 300ns on MBusto read Reces data
Magic Bus arbitration based on passing signal from dot to sot (20ns per dlot)

» 900ns of arbitration time for crate with 4 alphas and isolist sending every event
» Current running has less than 500ns of arbitration time



Magic Bus Performance - cont

e Alpha Transfer rate/time
— Magic Bus transfer time includes time to empty fifo on Alpha and put datain
memory

— Transfer over PCl Bus
o Transfer starts as soon as data enters the fifo
o Actual transfer rate limited by memory access time and other PCI activity
— E.g. readout of TL2D bank, CPU reading data from previous event
» Effective bandwidth of 20-80M bytes/sec

— Additional time from last MBustransfer to all data being in memory is< 1us
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Processor Performance

e Algorithm Processing
— unpack L1, scalers: 1.9 us
— run agorithms (UoD): 12.8 us
— error checking: 1.1 us

e L2-TSinterface
— dtart TSI handshake: 2.0 us
— build TL2D: 3.3us(1.1usL?2R, 71.3 usL2A)
— finish TSI handshake: 2.0 us

* Board configuration overhead

— Configuration time not parallel with either processing time or MBus transfer time
» Thesetimes are dominated by PCIl reads/writes to registers on fpgas

— Alpha DMA config: 5.2 us
— Check for L1A: 0.8 us
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Current Performance Summary

o Dataloading timeis 25us

— About 25us per event to load svt tracks into interface board
» Total silicon readout time also determines when next L1A can start to be readout by

silicon
— Without silicon, all dataloaded onto interface boards in 5-6us after L1A
 Magic Bustransfer time adds 0.5 to 1 us additional time
— Thetimeto send svt datato memory after interface board loading
— Total MBustime is 5us,but boards send data as soon as available
e Processingtimeis 25us
— About 15us for unpacking data, running algorithms, (includes long tail)

— About 10us of overhead for configuring alpha, handshaking with TS
« Configuration time of 6 usoccurs before MBus transfer or processing starts
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Deadtime

o Definition: Deadtime occurs when no L1A ispossible because all 4
L2 Buffers are full.

— L2 Buffersare used to hold all data after a L1A and before DAQ readout is
finished.
— Deadtimedueto L2 time, DAQ readout time, backpressure from L3/CSL.
— Even for L2/Readout time << L1A period, still get some deadtime due to
Poisson fluctuations in the L 1A rate
o |2 deadtime

— L2 crateisa pipeline: 1 L2 buffer used for MBus, 1 L2 buffer for processing
* Only 2 L2 buffersleft for L1A (and loading), but 1 isusually being used for readout
— TDR specification of 10us loading+transfer, 10 us processing
o CDF3495 predicts 2.5% L 2 deadtime at L 1A rate of 45K hz
— Single L2 stage with 20us gave 10% deadtime
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Deadtime Limits

o Use Saltzberg smulation to estimate
e Comparison to recent run
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run 148950 (silicon in, lum=2.1e31)
L1A=9000 Hz
L2A=200 Hz
fplatency=29000 ns
mbl oading=3000
cputime=25000
tl2dmaking=71 usec
readoutlatency=1006 msec
pred dead: 2.4%; 0.6%, 1.4%, 0.4% (total; 12, vme, |20rvme)
obs dead: 4.9%; 1.3%, 2.6%, 0.7% (total; 12, vme, |20rvme)



Deadtime Limits (cont)

o With current configuration predict
— L1A=10kHz ==>1.5% L 2 dead
— L1A=20kHz ==>9% L 2 dead
— L1A=30 kHz ==>22% L2 dead
o With improved times. Loading 20us, Processing 15us, L 2Atime 15us
— L1A=20 kHz ==>2.5% L 2 dead
— L1A=30 kHz ==>8.5% L 2 dead

— L1IA=40 kHz ==>17% L2 dead 11%(6%) L 2 deadtime with 10us(1us)
Processing
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Deadtime Summary

o Latency of slowest stage defines brick wall
o Sum of latencies givestime a buffer isfilled

o Number of empty buffers sets distance between start of deadtime and
brick wall

o With 2(3) stage pipeline, plus buffer used for readout, have very few
empty buffers to absorb fluctuations
— Shortening any stage will reduce the deadtime
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L2 Improvements

e Implemented improvements
— TTL MBus arbitration: Reduced MBustime from 34us to 25/3us (real/fake svt

tracks)
— Unpack on Demand + Compiler optimization: Reduced processing time from
44usto 14us!!

e Plan for improvements
— Pipeline fpga (save 5us)
* improved pipeline performance, better L2-TS handshake
— DMA — code mod (3us) , new dma fpga (1.5us)
— Multiple aphas— will help long processing tails
— Only read Receson some L2A (will save about 0.5% deadtime at high rates)
— Software—drop L1 scalers(1.5us), precheck L1 bits (2us), algorithms
— Isolist clusters only for high Et clusters — saves loading, MBus, unpack time
— 2 Clist clusters per MBus word — saves M Bus, unpacking time
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Expected “Final” Run2a Performance

Dataloading

— Will be dominated by SV X+SVT time. No estimate of final performance.

— Using only Passl clusters for Isolist, will remove long tail for loading time
MBustransfer — No significant improvements, but none necessary

— Cligt sending 2 clusters per MBus word will have negligible effect

— Firmware could be optimized on all interface boards, but not worth the effort
Processing time — Still room for improvement

— Software changes will get average algorithm time below 10us

« Multiple alphas will keep tail down as luminosity increases (but add 1us overhead)
— L2-TS handshake currently at 4us. Need to understand time

* New firmware will remove about half of that
— Configuration overhead will be reduced to less than 2us with new firmware

« Extreme firmware change putsit all infpga, with time of 0.5us

— Total processing+configuration time of 15usisrealistic.
e 1Qustotal timeis not impossible but would be hard to do.
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e Estimate of occupancy based on data
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BC + any other L1 trigger
CLC trigger — defines MinBias sample

HighPt — based on afew HighPt
triggers

Brackets show RM S value
Passl clusters required for isolist

Occupancy

BC+L1 | CLC HighPT
Ntrack |8.4[7.4] |1.1[2.3] 8
Nsvt 1.2[1.3] |0.2 1
Ncluster | 1.9[1.7] | 0.2 5
Npassl | 2.6% 10-20%

Cluster
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e Extrapolate to 4x10"32 with 10
Interactions per crossing

o Use HighPt occupancy + 10xCLC
e HighTall = average +3xRMS
 HighPt RMS = HighPt average
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Occupancy at High Luminosity

103t 103t 4x103% | 4x10%2
Mean | High Mean | High
Tall Tall
Ntrack | 8.4 31 19 76
Nsvt 1.2 5 3 12
Nclug | 1.9 7 7 28
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e Usedataloading timesand
expected occupancy

e |solist timefor High Luminosity
only based on passl clusters

e Lltimefixedat 0.2us
e Muontimefixed at 2.5us
 Recestimefixed(?) at 6us
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Data Loading at High Luminosity

1031 1031 4x1032 | 4x1032
Mean | High Mean | High
Tail Tall
Track |4.6us |5.8us |4.6us |11.7us
Svt 25uUs ?7?
Clist 2US 7US 7US 28uUs
|solist | 6us 21us 4us 17us
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Use measured M Bustimes and
exected occupancy

o Clist time for HighL based on 2
clusters per MBusword

e |solist timefor High Luminosity
only based on passl clusters

e Ll1timefixedat 0.4us
e Muontimefixed at 0.9us
e Arbitration time of 0.9us
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MBus Transfer at High Luminosity

1031 1031 4x1032 | 4x1032
Mean | High Mean | High
Tall Tall
Track | 0.5 1.5 0.9 3.3
Svt 0.3 0.7 0.5 1.5
Clist 0.4 1.2 0.7 2.2
Isolist | 1.1 2.6 1.1 2.3
Total 45us |8.2us |5.4us |11.5us
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Performance at 4x10"32

e Processing time extrapolated to High Luminosity
— See Tom’'stalk for details
— Processing time = 30us at high luminosity
— Processing time difficult to estimate

 Algorithm times can grow quadratically with number of objectsin loop
» Will be running adifferent set of algorithms

o Dataloading time still dominated by SVX/SVT
e MBustransfer time not alimiting factor. Still below 10us

* Processing time (includes data unpacking) will increase the most at
high luminosity/occupancy
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Possible Processor Upgrade

e DOisbuilding Beta board as replacement for the Alpha

— Commercia PCI processor board plugs into custom 9U board with VME, MBUS
» Seetalk by Hirosky for details

e Possbhleto use a CDF version of Beta boards
— Advantages

» Designed to be hardware compatible with the Alpha boards
» Allows simple migration to new processors— boards will work in existing crate
» Usesdevelopment effort by DO for hardware and software
» Can still use existing trigger algorithms, data unpacking code
* Processor Upgrade based on commercial CPU board
— Requires minimal changes to make CDF version
* Need connection to CDF clock and P2 CDF signals, LVDS signals for TS handshake
— Propose making CDF specific version of the 9U board
* Request purchasing 2 DO boards for development and testing
— 1 day with a soldering iron and hot glue gun to convert board to CDF format
— Or runonly as processor — keep alphafor controlling start_load, interfacingto TS
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Run 2B - Reliability

e Interface boardsin crate are working well

— But 2 broken boards in last 7 months
e 1 bad chipon L1 board
1 stuck bit (solder fix) on Clist board

— Currently have 2 spares per interface board

— Interface boards are responsibility of the same group that provides the upstream data
source

* Muon, Cluster — Michigan
 L1-Yae/Argonne
 Isolist, Reces - Argonne
o Exceptionis UCLA tracklist boards
e Alpha Processors have worked well with no failures
— Prototype board still works after 3 yearsin test stand
— Only have 5 boards which isonly 1 spare with 4 board configuration

— Boardswill be difficult to fix without expert
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Conclusions

« Data collection time dominated by object formation
— Timefor SVT, CAL, ISOCAL >> Interface board to alphatransfer time

— Magic Bus Transfer Latency dominates over bandwidth
* Many data sources with few objects per source

* Processing time can be significantly reduced with processor upgrade
— Upgrade necessary to meet Run2B physics goals
— Using Beta boards is easiest processor upgrade option

e Long Term Reliability
— L2 hardware has worked well with few problems
— Alphas highly reliable, but long term repair capability will be difficult to maintain

— Interface boards closely coupled to upstream data sources
» Long Term maintenance needs to be ensured by relevant institutions
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