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Introduction

CDF computing model evolved and is evolving to cope
with GRID: dedicated farms --> GRID pools

I will show a snapshot of the current CDF configuration
and the works in progress for:

» Software and algorithms improvements

» Data Production

» Current on-site & off-site farms and GRID
resources use

» On going developments
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Software and Algorithms Improvements

» "Gen 6" big success for Data Production, Data
Analysis and Monte Carlo generation
» Can we do better? Difficult, but yes

"Gen 7" has :

v Improved Tracking

v Better Calorimeter Simulation

v New Trigger Simulation to reflect trigger upgrades
v SL4 compatibility
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U. Husemann,

Tracking Improvements Tracking Group

Increased COT performances at high luminosity
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U. Husemann,

Tracking Improvements cont'd 1 i Grou
Forward tracking capabilities, up to |n|~2.8
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U. Husemann,

Tracking Improvements cont'd  Tracking Group

Gen7 b-tag:
v Increased b-tagging efficiency of 4% for central jets
v Under optimization forward b-tagging

Timing
Computing Time vs. Lumlnumty
25

L Gen6: bhmudj (maxopt)
[ ] Gen7: bhmudj (maxopt)

0L = Gon. bhmud) (19 Primvig ‘i Not official yet, but we
”t'Very Prelimiar | know we have CPU
" i1 consumption of 1.3xGen 6

Average CPU Time per Event (s)

O 100 200 0
Instantaneous Luminosity (10%° cmr2 s-1)
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Data Processing T miwo

Well established "one-pass processing mode":
Calibration -> Production -> N-tupling

O O O SO SO O O (O %DGTGSP“T up in "periods” of
11 ~260pb? ~400million events

e f e

a Rt , ,
E |8 mm—-r A good daily production rate:

o 1888 8 7 15-20 million events

R i & B | Peak rate with smooth
Moy Dec Jan Feb Mar fnr My Jun U1 Aup Sep DH/CAF:
0 0j_datasets [ Oy_datasets [ 00 datasets 25-28 million events

Data available to users in about 6-8 weeks
Workinhg to reduce delays
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Computing Infrastructure

Goal is to create a uniform, GRID-enable computing
platform for all computing:
v Data Processing and N-tuples production
v Monte Carlo Production
v User Analysis
Accomplishments in 2007
v Production Farm merged into the CAF (dedicated farm)
v Improvements in FermiGrid resources exploiting
v In progress the transition of CAF to FermiGrid pool
All new resources go in FermiGrid pool
v Reduced number of dCAF and increased usage of GRID

resources
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On-site overview

CAF Farm, submlssmn via CAF portal

Large use ¥
<and demand

FermiGrid pool
Submission via “glidein” portal [
Start improve :
FermiGrid use
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Off-site overview

Off-site dedicated farm use

These farms are CAF Running
and GlideCAF e

maintained by local RSN e
CDF p er.s o nn el ': ok B Z'ZI A | I . :ZI;.IZ' [ |

with CAF Team R R i g i !
Suppor' 1_ . 1“ - n:.r- T i T - . -:.r:-. ..

U

Plan: access them via GRID portals -> reduce maintenance
Possible exception:
CNAF because it hosts several data for analysis
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GRID Portals overview: "glidein” based (OSG)

Sites:

IPAS _0OSG, Taiwan-LCG2
KR-KISTI-GCRT-01

Plan:

® include JPCAF, KORCAF
® expand KISTI

lan Feb Mar Apr May Jun Jul Aug Sep Oct
FermigridCDF B mit 102
B mit_104 ucsd_102
ucsd 104

wisconsin_104
Created on Sun Oct 28

Sites:
UCSD, Wisconsin, MIT
FermiGrid

Soon also:
Florida and McGill




GRID Portals overview: "WMS" based (LCG)

ALL running sections

2K
Site Country
CNAF-T1 Italy
INFN-Padova Italy
INFN-Catania Italy
INFN-Bari Italy
A INFN-Legnaro Italy
B Running Created on Sun Oct 28 20:39:08 2007 . INFN'Romal Italy
. . INFN-Roma2 Italy
GRID resources availability not INFN-Pisa Italy
. . . . . FZK-LCG2 Germany
predictable -> spikes in running jobs IN2P3-CC France
. " IEPSAS Slovakia
Some sites asked us "CDF" to use AR Spain
: : PIC Spain
their resources because a running UKL T2 UCLHE i
experiments with “real users” helps Liverpool UK
a lot in debugging site configuration N



Resources Usage: All Farms

Averaged over a year: JanO7-Oct07

LCGCAF 8.13%

CNAFCAF 7.45%

> it This is an "evolving pie”:
g JPCAF 1.68%

BCNCAF 1.42% Thanks '|'o Fer'mIGr'|d use

T Aug-Oct onsite share
has been 507%:50%

CAF 59.71%

FERMIGRID 15.34%

Quite soon:

- dcafs will disappear

- caf will be merged in
October 30th FermiGrid



Offsite Resources Use

TORCAGPARES.27%

NAMCAF 15.78% PACCAF 3.25%

JPCAF 6.74%

Almost all «—
opportunistic

CNAFCAF 29.88%
LCGCAF 32.59%

BCNCAF 5.68%

October 30th 14



Offsite Resources Development

—

RRCROPAES.27%

PACCAF 3.25%

NAMCAF 15.89

JPCAF).74%

Negotiate with
Tierl/Tier2

a certain amount of
resources on which
CDF can rely also

in the LHC era

LCGCAF 32.59%

CNAFCAF 29.88%

BCNCAF 5.68%
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On-site Resources Use

Production: Productionexe Ntupler: STN+top+Bs ntuple
MC: "CDFSim" Analysis: all the rest

CAF FermiGrid

Production 1.62%

Ntupler 16.94%
“ MC 30.37%

Analysis 61.14% Analysis 51.06%

MC has to moved of f-site
On-site resources mainly dedicated to data production &

analysis
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Production 13.03% MC 11.60%

Ntupler 14.23% " '

+ Production
Farm




Off-site Resources Use

Production: Productionexe Ntupler: STN+top+Bs ntuple
MC: "CDFSim" Analysis: all the rest

dCAF CNAFCAF

o
Ntupler 0.01% Ntupler 0.45%

MC 29.609
MC 30.72%

Analysis 70.03%
Analysis 68.83%

Mostly Not negligible contribution

Pseudo-experiments of user analysis
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O Use

Italy Normalised CPU time per VO
ALL VOs. January 2007 - October 2007

24.4%

16.4%

2.08
1.8

11.8%

26.24

(€) CE: E View": Haly / rormepu / 2007:1-2007:10 / VO-DATE / all / ACCBAR-LIN / i

W alice
W atlas
W habar
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W Others

2007-10-28 20:41 UTC
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NATLAS [ CDF HCMS [|DOSAR B DZERC N MAMOHUB

We want

High-energy physics Normalised CPU time per VO
Production Sites. January 2007 - October 2007

3.3

to increase .

3.0 1.62

(€) CESGA 'EGEE View': High-energy physics / rermcpu / 2007:1-2007:10 / VO-DATE / Preduction / ACCBAR-LIN

W alice
W atlas
W babar
O cof
@ cns
B dzero
[ hane
O 1heh
W pheno
[ others

2007-10-29 17:03 UTC

GMT time

Integrated CPU time consumed per VO
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Summary

CDF computing model evolved and is evolving to cope
with GRID. Many progress:

» Reconstruction and Simulation software improved
to fully exploit CDF detector and upgrades

» Data production and N-tupling procedure mature

» Moving on-site resources to FermiGrid pool

» GRID resources use a reality, need to increase it

GRID resources are critical for our Physics
Program and we would like to secure a CDF quota
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