PHYSICAL REVIEW D 75, 092006 (2007)

Measurement of the inclusive jet cross section using the k algorithm in pp collisions at
/s = 1.96 TeV with the CDF II detector

A. Abulencia,?* J. Adelman,'® T. Affolder,'° T. Akimoto,”® M. G. Albrow,'” D. Ambrose,'” S. Amerio,** D. Amidei,*”
A. Anastassov,53 K. Anikeev,17 A. Annovi,19 J. Antos,14 M. Aoki,56 G. Apollinari,17 J.-F. Arguin,34 T. Arisawa,58

A. Artikov,'> W. Ashmanskas,'” A. Attal,® F. Azfar,*® P. Azzi-Bacchetta,** P. Azzurri,*’ N. Bacchetta,** W. Badgett,17

A. Barbaro-Galtieri,”® V. E. Barnes,* B. A. Barnett,”> S. Baroiant,” V. Bartsch,®' G. Bauer,>® F. Bedeschi,*’ S. Behari,>
S. Belforte,”” G. Bellettini,*’ J. Bellinger,60 A. Belloni,* D. Benjamin,16 A. Beretvas,'” J. Beringer,29 T. Berry,30

A. Bhatti,51 M. Binkley,17 D. Bisello,44 R.E. Blair,2 C. Blocker,6 B. Blumenfeld,25 A. Bocci,16 A. Bodek,so V. Boisvert,so
G. Bolla,*” A. Bolshov,*® D. Bortoletto,*® J. Boudreau,*® A. Boveia,'® B. Brau,'° L. Brigliadori,5 C. Bromberg,36

E. Brubaker,'? J. Budagov,15 H.S.Budd,”®S. Budd,** S. Budroni,*” K. Burkett,'” G. Busetto,** P. Bussey,21 K.L. Byrum,2

S. Cabrera,'®° M. Campanelli,20 M. Campbell,35 F. Canelli,'” A. Canepa,49 S. Carillo,'®! D. Carlsmith,®® R. Carosi,*’
S. Carron,34 M. Casarsa,55 A. Castro,5 P. Catastini,47 D. Cauz,55 M. Cavalli-Sforza,3 A. Cerri,29 L. Cerrito,43’m
S.H. Chang,”® Y. C. Chen,' M. Chertok,” G. Chiarelli,*’ G. Chlachidze,'’ F. Chlebana,'” I. Cho,?® K. Cho,® D. Chokheli, "
J.P. Chou,?* G. Choudalakis,* S.H. Chuang,’® K. Chung,'> W.H. Chung,®’ Y. S. Chung,’® M. Ciljak,*’ C.I. Ciobanu,**
M. A. Ciocci,*” A. Clark,?° D. Clark,® M. Coca,'® G. Compostella,44 M.E. Convery,51 J. Conway,7 B. Cooper,36
K. Copic,35 M. Cordelli,'® G. Cortiana,** F. Crescioli,*’ C. Cuenca Almenar,”° J. Cuevas,'""' R. Culbertson,'” J. C. Cully,35
D. Cyr,60 S. DaRonco,** M. Datta,!” S. D’ Auria,?! T. Davies,>! M. D’Onofrio,> D. Dagenhalrt,6 P. de Barbaro,

S. De Cecco,>? A. Deisher,?’ G. De Lentdecker,’*¢ M. Dell’Orso,*’ F. Delli Paoli,** L. Demortier,”! J. Deng,16
M. Deninno,’ D. De Pedis,” P.F. Derwent,'’ G.P. Di Giovanni,*’ C. Dionisi,”> B. Di Ruzza,” J.R. Dittmann,*

P. DiTuro,”” C. Dérr,% S. Donati,*’ M. Donega,20 P. Dong,8 J. Donini,** T. Dorigo,44 S. Dube,” J. Efron,* R. Erbacher,’
D. Errede,?* S. Errede,>* R. Eusebi,'” H. C. Fang,29 S. Far1rington,3 9 1. Fedorko,*” W. T. Fedorko,'® R. G. Feild,®!

M. Feindt,® J. P. Fernandez,>” R. Field,'® G. Flanagan,49 A. Foland,?? S. Forrester,” G. W. Foster,'” M. Franklin,?*
J.C. Freeman,” 1. Furic,'? M. Gallinaro,’' J. Galyardt,12 J.E. Garcia,*’” F. Garberson,'® A.F. Garfinkel,* C. Gay,61
H. Gerberich,?* D. Gerdes,> S. Giagu,52 P. Giannetti,*’” A. Gibson,?® K. Gibson,*® J. L. Gimmell,”° C. Gins.burg,17
N. Giokaris,'>* M. Giordani,”> P. Giromini,'® M. Giunta,*’ G. Giurgiu,12 V. Glagolev,15 D. Glenzinski,!” M. Gold,*®
N. Goldschmidt,'® J. Goldstein,**** A. Golossanov,'” G. Gomez,'! G. Gomez-Ceballos,'! M. Goncharov,>* O. Gonzélez,*>
I. Gorelov,38 A.T. Goshaw,16 K. Goulianos,5 LA Gresele,44 M. Grifﬁths,30 S. Grinstein,22 C. Grosso-Pilcher,13
R.C. Group,18 U. Grundler,?* J. Guimaraes da Costa,** Z. Gunay—Unalan,36 C. Haber,?® K. Hahn,>® S.R. Hahn,"”

E. Halkiadakis,>® A. Hamilton,** B.-Y. Han,*°J. Y. Han,”° R. Handler,*’ F. Happacher,19 K. Hara,>® M. Hare,”’ S. Harper,43
R.F. Harr,”® R. M. Harris,'” M. Hartz,*® K. Hatakeyama,51 J. Hauser,® A. Heijboer,46 B. Heinemann,*® J. Heinrich,*®
C. Henderson,* M. Herndon,®® J. Heuser,?® D. Hidas,'® C.S. Hill,'®" D. Hirschbuehl,® A. Hocker,'” A. Holloway,**

S. Hou,! M. Houlden,*® S.-C. Hsu,” B. T. Huffman,** R.E. Hughes,40 U. Husemann,®' J. Huston,*® J. Incandela, '’
G. Introzzi,*” M. Tori,>* Y. Ishizawa,’® A. Ivanov,” B. Iyutin,33 E. James,'” D. Jang,53 B. Jayatilaka,35 D. Jeans,>?

H. Jensen,17 E.J. Jeon,28 S. Jindariani,18 M. Jones,49 K. K. Joo,28 S.Y. Jun,12 J.E. Jung,28 T.R. Junk,24 T. Kamon,54
P.E. Karchin,” Y. Kato,** Y. Kemp,?® R. Kephart,'” U. Kerzel,*® V. Khotilovich,>* B. Kilminster,** D. H. Kim,*®
H.S. Kim,?® J.E. Kim,”® M.J. Kim,'? S. B. Kim,”® S.H. Kim,’® Y. K. Kim,"* N. Kimura,”® L. Kirsch,® S. Klimenko,"®
M. Klute,>® B. Knuteson,*® B. R. Ko,'® K. Kondo,”® D.J. Kong,28 J. Konigsberg,18 A. Korytov,18 A. V. Kotwal,'®
A. Kovalev,46 A.C. Kraan,46 J. Kraus,24 I Kravchenko,33 M. Kreps,26 J. Kroll,46 N. Krumnack,4 M. Kruse,16
V. Krutelyov,'® T. Kubo,’® S. E. Kuhlmann,? T. Kuhr,® Y. Kusakabe,”® S. Kwang,'® A. T. Laasanen,* S. Lai,>* S. Lami,*’
S. Lammel,'” M. Lancaster,>! R. L. Lander,” K. Lannon,*® A. Lath,>® G. Latino,*’ I. Lazzizzera,** T. LeCompte,2 J. Lee,>®
J.Lee,X® Y.J. Lee,®® S. W. Lee,’*" R. Lefévre,’ N. Leonardo,>” S. Leone,*’ S. Levy,13 J.D. Lewis,'” C. Lin,®! C.S. Lin,"”
M. Lindgren,17 E. Lipeles,9 A. Lister,7 D.O. Litvintsev,17 T. Liu,17 N.S. Lockyer,46 A. Loginov,61 M. Loreti,44
P. Loverre,”® R.-S. Lu,' D. Lucchesi,* P. Lujan,” P. Lukens,'” G. Lungu,'® L. Lyons,* J. Lys,” R. Lysak,'* E. Lytken,*
P. Mack,?® D. MacQueen,34 R. Madrak,'” K. Maeshima,'” K. Makhoul,** T. Maki,>* P. Maksimovic,?> S. Malde,**
G. Manca,’° F. Margaroli,5 R. Marginean,17 C. Marino,?® C.P. Marino,* A. Martin,m M. Martin,>> V. Martin,>""
M. Martl’nez,3 T. Maruyama,56 P. Mastrandrea,52 T. Masubuchi,56 H. M.'altsunaga,56 M.E. Mattson,59 R. Mazini,34
P. Mazzanti,’ K. S. McFarland,>® P. McIntylre,54 R. McNulty,30’f A. Mehta,*® P. Mehtala,”® S. Menzemer,!'""

A. Menzione,*” P. Merkel,*’ C. Mesropian,51 A. Messina,*® T. Miao,'” N. Miladinovic,® J. Miles,>® R. Miller,*® C. Mills, '°
M. Milnik,?® A. Mitra,! G. Mitselmakher,'® A. Miyamoto,27 S. Moed,*° N. Moggi,5 B. Mohr,® R. Moore,!” M. Morello,*’
P. Movilla Fernandez,?® J. Miilmenstidt,”® A. Mukherjee,'” Th. Muller,*® R. Mumford,” P. Murat,'” J. Nachtman,"”

1550-7998/2007 /75(9)/092006(19) 092006-1 © 2007 The American Physical Society



A. ABULENCIA et al. PHYSICAL REVIEW D 75, 092006 (2007)

A. Nagano,56 J. Naganoma,5 8 I. Nakano,*! A. Napier,57 V. Necula,'® C. Neu,*® M. S. Neubauer,” J. Nielsen,’
T. Nigmanov,48 L. Nodulman,? O. Norniella,® E. Nurse,’! S. H. Oh,'® Y. D. Oh,?® I. Oksuzian,'® T. Okusawa,**

R. Oldeman,3° R. Orava,23 K. Osterberg,23 C. Pagliarone,47 E. Palencia,ll V. Papadimitriou,17 A A. Paramonov,13
B. Parks,*° S. Pashapoulr,34 J. Patrick,'” G. Pauletta,” M. Paulini,'? C. Paus,>® D.E. Pellett,” A. Penzo,> T.J. Phillips,16
G. Piacentino,*’ J. Piedra,*’ L. Pinera,'® K. Pitts,** C. Plager,8 L. Pondrom,*® X. Portell,®> O. Poukhov,'® N. Pounder,*

F. Prakoshyn,15 A. Pronko,17 J. Proudfoot,2 F. Ptohos,lg’e G. Punzi,47 J. Pursley,25 J. Rademacker,“"3 A. Rahamfm,48

N. Ranjan,49 S. Rappoccio,22 B. Reisert,!” V. Rekovic,*® P. Renton,** M. Rescigno,52 S. Richter,?® F. Rimondi,’
L. Ristori,*” A. Robson,?! T. Rodrigo,ll E. Rogers,24 S. Rolli,’” R. Roser,'” M. Rossi,” R. Rossin,'® A. Ruiz,'! J. Russ,'?

V. Rusu,'® H. Saarikko,?® S. Sabik,** A. Safonov,”* W. K. Sakumoto,’® G. Salamanna,’ O. Salté,’> D. Saltzberg,8
C. Sanchez,® L. Santi,> S. Sarkar,>? L. Sartori,*’ K. Sato,'” P. Savard,>* A. Savoy—Navarlro,45 T. Scheidle,?® P. Schlabach,!”

E.E. Schmidt,'” M. P. Schmidt,®" M. Schmitt,>® T. Schwarz,” L. Scodellaro,'! A.L. Scott,'® A. Scribano,*’ F. Scuri,*’

A. Sedov,* S. Seidel,*® Y. Seiya,42 A. Semenov,” L. Sexton—Kennedy,17 A. Sfyrla,zo M.D. Shapir0,29 T. Shears,*°

PF Shepard,48 D. Sherm.em,22 M. Shimojima,56’k M. Shochet,13 Y. Shon,60 1. Shreyber,37 A. Sidoti,47 P. Sinervo,34

A. Sisakyan,'? J. Sjolin,*® A.J. Slaughter,'” J. Slaunwhite,*® K. Sliwa,>’ J.R. Smith,” E. D. Snider,"” R. Snihur,**

M. Soderberg,35 A. Soha,” S. Somalwar,>® V. Sorin,*® J. Spalding,l7 F. Spinella,47 T. Spreitzer,34 P. Squillacioti,47

M. Stanitzki,°! A. Staveris-Polykalas,47 R. St. Denis,”! B. Stelzer,® O. Stelzer-Chilton,*® D. Stentz,>” J. Strologas,38
D. Stuart,'®J. S. Suh,*® A. Sukhanov,'® H. Sun,”” T. Suzuki,’® A. Taffard,* R. Takashima,*' Y. Takeuchi,’® K. Takikawa,>®

M. Tanaka,” R. Tanaka,*! M. Tecchio,”” P.K. Teng,1 K. Terashi,>! J. Thom,'!”® A.S. Thompson,21 E. Thomson,*®

P. Tipton,61 V. Tiwari,12 S. Tkaczyk,17 D. Toback,54 S. Tokar,14 K. Tollefson,36 T. Tomura,56 D. Tonelli,47 S. Torre,19

D. Torretta,17 S. Tourneur,45 W. Trischuk,34 R. Tsuchiya,5 8. Tsuno,41 N. Turini,47 F. Ukegawa,56 T. Unverhau,21

S. Uozumi,”® D. Usynin,46 S. Vallecorsa,? N. van Remortel, > A. Valrganov,35 E. Vataga,38 F. Veizquez,l&i G. Velev,!”
G. Veramendi,>* V. Veszpremi,49 R. Vidal,'” I. Vila,!' R. Vilar,!' T. Vine,>! I. Vollrath,** I. Volobouev,?*" G. Volpi,47

F. Wiirthwein,” P. Wagner,54 R.G. Wagner,2 R.L. Wagner,'” J. Wagner,26 W. Wagner,26 R. Wallny,8 S.M. Wang,'

A. Warburton,>* S. Waschke,?! D. Waters,>' M. Weinberger,54 W. C. Wester II1,'” B. Whitehouse,>’ D. Whiteson,*
A.B. Wicklund,” E. Wicklund,'” G. Williams,** H. H. Williams,*® P. Wilson,'” B. L. Winer,** P. Wittich,'”® S. Wolbers,"’
C. Wolfe,13 T. Wright,35 X. Wu,zo S.M. Wynne,30 A. Yagil,17 K. Yamamoto,42 J. Yamaoka,53 T. Yamashita,41 C. Yang,61
U.K. Yang,"*7 Y. C. Yang,”® W. M. Yao,” G.P. Yeh,'” J. Yoh,"” K. Yorita,"* T. Yoshida,** G.B. Yu,”° I. Yu,*® S.S. Yu,"”

J.C. Yun,"” L. Zanello,”* A. Zanetti,> 1. Zaw,*?> X. Zhang,24 J. Zhou,”® and S. Zucchelli®

(CDF Collaboration)

nstitute of Physics, Academia Sinica, Taipei, Taiwan 11529, Republic of China
2Argonne National Laboratory, Argonne, Illinois 60439, USA
3Institut de Fisica d’Altes Energies, Universitat Autonoma de Barcelona, E-08193, Bellaterra (Barcelona), Spain
4Baylor University, Waco, Texas 76798, USA
SIstituto Nazionale di Fisica Nucleare, University of Bologna, 1-40127 Bologna, Italy
SBrandeis University, Waltham, Massachusetts 02254, USA
"University of California, Davis, Davis, California 95616, USA
8University of California, Los Angeles, Los Angeles, California 90024, USA
9University of California, San Diego, La Jolla, California 92093, USA
1OUniversity of California, Santa Barbara, Santa Barbara, California 93106, USA
Ynstituto de Fisica de Cantabria, CSIC-University of Cantabria, 39005 Santander, Spain
12Carnegie Mellon University, Pittsburgh, Pennsylvania 15213, USA
BEnrico Fermi Institute, University of Chicago, Chicago, Illinois 60637, USA
4 Comenius University, 842 48 Bratislava, Slovakia; Institute of Experimental Physics, 040 01 Kosice, Slovakia
15 Joint Institute for Nuclear Research, RU-141980 Dubna, Russia
Duke University, Durham, North Carolina 27708, USA
Y Fermi National Accelerator Laboratory, Batavia, lllinois 60510, USA
18Um'versizy of Florida, Gainesville, Florida 32611, USA
Y Laboratori Nazionali di Frascati, Istituto Nazionale di Fisica Nucleare, 1-00044 Frascati, Italy
DUniversity of Geneva, CH-1211 Geneva 4, Switzerland
2]Glasgow University, Glasgow G12 8QQ, United Kingdom
2Harvard University, Cambridge, Massachusetts 02138, USA
BDivision of High Energy Physics, Department of Physics, University of Helsinki,
and Helsinki Institute of Physics, FIN-00014, Helsinki, Finland

092006-2



MEASUREMENT OF THE INCLUSIVE ... PHYSICAL REVIEW D 75, 092006 (2007)

24University of lllinois, Urbana, Illinois 61801, USA
*The Johns Hopkins University, Baltimore, Maryland 21218, USA
2Institut fiir Experimentelle Kernphysik, Universitiit Karlsruhe, 76128 Karlsruhe, Germany
27High Energy Accelerator Research Organization (KEK), Tsukuba, Ibaraki 305, Japan
2 Center for High Energy Physics: Kyungpook National University, Taegu 702-701, Korea; Seoul National University, Seoul 151-742,
Korea; and SungKyunKwan University, Suwon 440-746, Korea
Ernest Orlando Lawrence Berkeley National Laboratory, Berkeley, California 94720, USA
SUniversity of Liverpool, Liverpool L69 7ZE, United Kingdom
3 University College London, London WCIE 6BT, United Kingdom
32Centro de Investigaciones Energeticas Medioambientales y Tecnologicas, E-28040 Madrid, Spain
BMassachusetts Institute of Technology, Cambridge, Massachusetts 02139, USA
3 Institute of Particle Physics: McGill University, Montréal, Canada H3A 2T8; and University of Toronto, Toronto, Canada M5S 1A7
35University of Michigan, Ann Arbor, Michigan 48109, USA
3Michigan State University, East Lansing, Michigan 48824, USA
3 Institution for Theoretical and Experimental Physics, ITEP, Moscow 117259, Russia
38University of New Mexico, Albuquerque, New Mexico 87131, USA
¥Northwestern University, Evanston, 1llinois 60208, USA
OThe Ohio State University, Columbus, Ohio 43210, USA
410kayama University, Okayama 700-8530, Japan
*“0saka City University, Osaka 588, Japan
BUniversity of Oxford, Oxford OX1 3RH, United Kingdom
44University of Padova, Istituto Nazionale di Fisica Nucleare, Sezione di Padova-Trento, I-35131 Padova, Italy
“SLPNHE, Universite Pierre et Marie Curie/IN2P3-CNRS, UMR7585, Paris, F-75252 France
“SUniversity of Pennsylvania, Philadelphia, Pennsylvania 19104, USA
“Tstituto Nazionale di Fisica Nucleare Pisa, Universities of Pisa, Siena and Scuola Normale Superiore, 1-56127 Pisa, Italy
BUniversity of Pittsburgh, Pittsburgh, Pennsylvania 15260, USA
“*Purdue University, West Lafayette, Indiana 47907, USA
5OUniversity of Rochester, Rochester, New York 14627, USA
S'The Rockefeller University, New York, New York 10021, USA
3[stituto Nazionale di Fisica Nucleare, Sezione di Roma 1, University of Rome “La Sapienza”, I1-00185 Roma, Italy
53Rutgers University, Piscataway, New Jersey 08855, USA
*Texas A&M University, College Station, Texas 77843, USA
3Istituto Nazionale di Fisica Nucleare, University of Trieste/Udine, Italy
56University of Tsukuba, Tsukuba, Ibaraki 305, Japan
TTufts University, Medford, Massachusetts 02155, USA
3Waseda University, Tokyo 169, Japan
59Wayne State University, Detroit, Michigan 48201, USA
6OUm'versity of Wisconsin, Madison, Wisconsin 53706, USA
5! Yale University, New Haven, Connecticut 06520, USA
(Received 29 January 2007; published 24 May 2007; publisher error corrected 25 May 2007)

We report on measurements of the inclusive jet production cross section as a function of the jet
transverse momentum in pp collisions at /s = 1.96 TeV, using the ky algorithm and a data sample
corresponding to 1.0 fb™! collected with the Collider Detector at Fermilab in run II. The measurements
are carried out in five different jet rapidity regions with |y!| < 2.1 and transverse momentum in the range
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54 < pJTet <700 GeV/c. Next-to-leading order perturbative QCD predictions are in good agreement with

the measured cross sections.

DOI: 10.1103/PhysRevD.75.092006

L. INTRODUCTION

The measurement of the inclusive jet cross section as a

function of the jet transverse momentum, p’t', in pp colli-
sions at /s = 1.96 TeV constitutes a test of perturbative
quantum chromodynamics (pQCD) [1]. In run II [2] of the
Tevatron, measurements of the jet cross section for jets
with pX' up to about 700 GeV/c [3,4] have extended the
pJTet range by more than 150 GeV/c compared to run I [5—
7]. In particular, the CDF collaboration recently published
results [3] on inclusive jet production using the ky algo-
rithm [8,9] for jets with p’*' > 54 GeV/c and rapidity [10]
in the region 0.1 < |y| < 0.7, which are well described
by next-to-leading order (NLO) pQCD predictions [11]. As
discussed in [3], the k1 algorithm has been widely used for
precise QCD measurements at both e*e™ and e p col-
liders, and makes possible a well-defined comparison to
the theoretical predictions [9]. The pQCD -calculations
involve matrix elements, describing the hard interaction
between partons, convoluted with parton density functions
(PDFs) [12,13] in the proton and antiproton that require
input from experiment. The pQCD predictions are affected
by the still-limited knowledge of the gluon PDF, which
translates into a large uncertainty on the theoretical cross

sections at high pJTet [3,4]. Inclusive jet cross section mea-
surements from run I at the Tevatron [6], performed in
different jet rapidity regions, have been used to partially
constrain the gluon distribution in the proton. This article
continues the studies on jet production using the k7 algo-
rithm at the Tevatron [3,7] and presents new measurements
of the inclusive jet production cross section as a function of
P! in five different jet rapidity regions up to [y¥| = 2.1,
based on 1.0 fb~! of CDF run II data. The measurements
are corrected to the hadron level [14] and compared to
NLO pQCD predictions.

II. EXPERIMENTAL SETUP

The CDF II detector (see Fig. 1) is described in detail in
[15]. The subdetectors most relevant for this analysis are
discussed briefly here. The detector has a charged particle
tracking system immersed in a 1.4 T magnetic field. A
silicon microstrip detector [16] provides tracking over the
radial range 1.35 to 28 cm and covers the pseudorapidity
range |n| < 2. A 3.1-m-long open-cell drift chamber [17]
covers the radial range from 44 to 132 cm and provides
tracking coverage for || < 1. Segmented sampling calo-
rimeters, arranged in a projective tower geometry, surround
the tracking system and measure the energy of interacting
particles for || < 3.6. The central barrel calorimeter [18]

PACS numbers: 12.38.Aw, 13.85.—t, 13.87.—a

covers the region 5| < 1. It consists of two sections, an
electromagnetic calorimeter (CEM) and a hadronic calo-
rimeter (CHA), divided into 480 towers of size 0.1 in 7 and
0.26 in ¢. The end-wall hadronic calorimeter (WHA) [19]
is behind the central barrel calorimeter in the region 0.6 <
|| < 1.0, providing forward coverage out to |n| < 1.3. In
run II, new forward scintillator-plate calorimeters [20]
replaced the run I gas calorimeter system. The new plug
electromagnetic calorimeter (PEM) covers the region
1.1 <|xy| < 3.6, while the new hadronic calorimeter
(PHA) provides coverage in the 1.3 <|n| < 3.6 region.
The calorimeter has gaps at |n| = 0 (between the two
halves of the central barrel calorimeter) and at |n| = 1.1
(in the region between the WHA and the plug calorime-
ters). The measured energy resolutions for electrons in the
electromagnetic calorimeters [18,20] are 14%//E1 & 2%
(CEM) and 16%/~/E & 1% (PEM), where the energies are
expressed in GeV. The single-pion energy resolutions in
the hadronic calorimeters, as determined in test-beam data

el > ]

FIG. 1. Elevation view of one-half of the CDF detector dis-
playing the components of the CDF calorimeter.
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[18-20], are 50%/+/Er ® 3% (CHA), 75%//Et ® 4%
(WHA), and 80%/+/E ® 5% (PHA). Cherenkov counters
covering the 3.7 < 5| < 4.7 region [21] measure the av-
erage number of inelastic p p collisions per bunch crossing
and thereby determine the beam luminosity.

III. JET RECONSTRUCTION

The kt algorithm [9] is used to reconstruct jets from the
energy depositions in the calorimeter towers in both data
and Monte Carlo simulated events (see Sec. VI). For each
calorimeter tower, the four-momenta [22] of its electro-
magnetic and hadronic sections are summed to define a
physics tower. First, all physics towers with transverse
momentum above 0.1 GeV/c are considered as protojets.
The quantities

kT,(i,j) = min(p%‘i, p%’j)AR%j/Dz (1)

are computed for each protojet and pair of protojets, re-
spectively, where p; denotes the transverse momentum of
the ith protojet, AR ; is the distance (y — ¢ space) between
each pair of protojets, and D is a parameter that approxi-
mately controls the size of the jet by limiting, in each
iteration, the clustering of protojets according to their
spacial separation. All kr; and kt ;) values are then col-
lected into a single sorted list. In this list, if the smallest
quantity is of the type kr;, the corresponding protojet is
promoted to be a jet and removed from the list. Otherwise,
if the smallest quantity is of the type k), the protojets are
combined into a single protojet by summing up their four-
vector components. The procedure is iterated over proto-
jets until the list is empty. The jet transverse momentum,

jet
1> and

— a2 .
kT,i = P1i>

rapidity, and azimuthal angle are denoted as pjTefcal,
¥, respectively.

In the Monte Carlo event samples, the same jet algo-
rithm is also applied to the final-state particles, considering
all particles as protojets, to search for jets at the hadron
level. The resulting hadron-level jet variables are denoted

jet jet jet
a3 DT had> Yhad» AN Ppgg-

IV. EVENT SELECTION

Events are selected online using a three-level trigger
system [23] with unique sets of selection criteria called
paths. For the different trigger paths used in this measure-
ment, this selection is based on the measured energy

PHYSICAL REVIEW D 75, 092006 (2007)

deposits in the calorimeter towers, with different thresh-
olds on the jet Et and different prescale factors [24] (see
Table I). In the first-level trigger, a single trigger tower [25]
with Et above 5 or 10 GeV, depending on the trigger path,
is required. In the second-level trigger, calorimeter clusters
are formed around the selected trigger towers. The events
are required to have at least one second-level trigger cluster
with Et above a given threshold, which varies between 15
and 90 GeV for the different trigger paths. In the third-level
trigger, jets are reconstructed using the CDF run I cone
algorithm [26], and the events are required to have at least
one jet with E1 above 20 to 100 GeV.

Jets are then reconstructed using the kr algorithm, as
explained in Sec. III, with D = 0.7. For each trigger path,
the minimum p ., in each |yl | region, is chosen in such
a way that the trigger selection is more than 99% efficient.
The efficiency for a given trigger path is obtained using
events from a different trigger path with lower transverse
energy thresholds (see Table I). In the case of the JET 20
trigger path, the trigger efficiency is extracted from addi-
tional control samples, which include a sample with only
first-level trigger requirements as well as data collected
using unbiased trigger paths with no requirement on the
energy deposits in the calorimeter towers. As an example,

for jets in the region 0.1 < | ‘etl < 0.7, Fig. 2 shows the

cal
trigger efficiency as a function of p]TefCal for the different
samples. The following selection criteria have been im-
posed:
(1) Events are required to have at least one recon-
structed primary vertex with z-position within
60 cm of the nominal interaction point. This par-
tially removes beam-related backgrounds and en-
sures a well-understood event-by-event jet
kinematics. Primary vertices are reconstructed
event-by-event using the tracking system and an
algorithm that identifies clusters of tracks pointing
to a common z-position along the beam line [27]. In
events with more than one reconstructed primary
vertex, the one with the highest 3| p%k| is used to
define the kinematics, where X|p%k| denotes the
scalar sum of the transverse momentum of the tracks
associated with the vertex. For the QCD event top-
ologies considered in this analysis, the efficiency for
the reconstruction of at least one primary vertex is
essentially 100%.
(2) Events are required to have at least one jet with ra-

TABLE 1. Summary of trigger paths, trigger thresholds, and effective prescale factors employed to collect the data.
Trigger path Level 1 tower E; [GeV] Level 2 cluster Et [GeV] Level 3 jet E [GeV] Effective prescale
JET 20 5 15 20 775
JET 50 5 40 50 34
JET 70 10 60 70 8
JET 100 10 90 100 1
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FIG. 2. Measured trigger efficiencies as a function of pJT cal T

different trigger paths and in the region 0.1 < | ca1| <0.7.In thls

particular case, JET 20 trigger path is at least 99% efficient for
Tcal > 32 GeV/c, JET 50 for TLal > 60 GeV/c, JET 70 for
e > 84 GeV/c, and JET 100 for p, > 119 GeV/ec.

pidity in the region |y'%| <2.1 and corrected pit,
(see Sec. IX) above 54 GeV/c, which constitutes the
minimum jet transverse momentum considered in
the analysis. The measurements are limited to jets
with [y5| <2.1 to avoid contributions from the p
and j remnants that would affect the measured py
in the most forward region of the calorimeter.

(3) In order to remove beam-related backgrounds and
cosmic rays, the events are required to fulfill
Er/EEr < F(py.)), where Er denotes the miss-
ing transverse energy [28] in GeVand Er = Y E%
is the total transverse energy of the event, as mea-
sured using calorimeter towers with EL above
0.1 GeV. The threshold function F( pJTetcal) is defined

as F(p") = min(2 + 0.0125 X p¥', 7), where pJTetcil
is the uncorrected transverse momentum of the lead-
ing jet (highest p’t") in GeV/c, and F is in GeV'/2,
This criterion preserves more than 95% of the QCD
events, as determined from Monte Carlo studies (see
Sec. VI). A visual scan of events with pJT cal =
400 GeV/c did not show remaining backgrounds.
Measurements are carried out in five different jet rapidity
regions: | Cal|<01 0.1 <| cal|<07 0.7 <| cal|< 1.1,
1.1<] ca1| < 1.6,and 1.6 <| Ca]I < 2.1, where the differ-
ent boundaries are chosen to reduce systematic effects
coming from the layout of the calorimeter system.

V. EFFECT OF MULTIPLE pp INTERACTIONS

jet . . .
The measured pJ{f a1 includes contributions from mul-

tiple pp interactions per bunch crossing at high instanta-
neous luminosity, L™, The data used in this measurement
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were collected at L™ between 0.2 X 10°! cm™2s™! and
16.3 X 10 cm™2s™! with an average of 4.1X
10*! cm™?s7!. On average, 1.5 inelastic pp interactions
per bunch crossing are expected. At the highest Lt
considered, an average of 5.9 interactions per bunch cross-
ing are produced. This mainly affects the measured cross
section at low pf' where the contributions are sizable.
Multiple interactions are identified via the presence of
additional primary vertices reconstructed from charged
particles. The measured jet transverse momenta are cor-
rected for this effect by removing a certain amount of
transverse momentum, 8;,“; X (Ny — 1), where Ny denotes
the number of reconstructed primary vertices in the event
and 5‘1?; is determined from the data by requiring that, after
the correction is applied, the ratio of cross sections at low
jet

and high £ does not show any pk' dependence. The

study is carried out separately in each | y’ l| region, and the
results are consistent with a common value 5“‘; = 1.86 =
0.23 GeV/c across the whole rapidity range.

VI. MONTE CARLO SIMULATION

Monte Carlo simulated event samples are used to deter-
mine the response of the detector and the correction factors
to the hadron level. The generated samples are passed
through a full CDF II detector simulation (based on
GEANT3 [29], where the GFLASH [30] package is used to
simulate the energy deposition in the calorimeters) and
then reconstructed and analyzed using the same analysis
chain as used for the data.

Samples of simulated inclusive jet events have been
generated with PYTHIA 6.203 [31] and HERWIG 6.4 [32]
Monte Carlo generators, using CTEQSL [33] PDFs. The
PYTHIA samples have been created using a specially tuned
set of parameters, denoted as PYTHIA-TUNE A [34], that
includes enhanced contributions from initial-state gluon
radiation and secondary parton interactions between rem-
nants. The parameters were determined from dedicated
studies of the underlying event using the CDF run I data
[35] and has been shown to properly describe the measured
jet shapes in run II [36]. In the case of PYTHIA, fragmenta-
tion into hadrons is carried out using the string model [37]
as implemented in JETSET [38], while HERWIG implements
the cluster model [39].

VII. SIMULATION OF THE CALORIMETER
RESPONSE TO JETS

Dedicated studies have been performed to validate the
Monte Carlo simulation of the calorimeter response to jets
for the different |YJ§1| regions. Previous analyses [3] for jets
with 0.1 <| Cdll < 0.7 indicate that the simulation prop-
erly reproduces both the average pJT and the jet momen-
tum resolution, o pie> S measured in the data. The study is

performed for the rest of the | )ﬂcall regions using jets in the
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range 0.1 <| Cle| < 0.7 as a reference. An exclusive dijet
sample is selected, in data and simulated events, with the
following criteria:

(1) Events are required to have one and only one recon-
structed primary vertex with z-position within 60 cm
of the nominal interaction point.

(2) Events are required to have exactly two jets with

pJT"‘Cal > 10 GeV/c, where one of the jets must be in

the region 0.1 < | Cdl| <0.7.

3) Er/J2Er < F(p! Cal) as explained in Sec. IV.

The bisector method [40] is applied to data and simulated
exclusive dijet events to test the accuracy of the simulated
O in the detector. The study indicates that the simulation

systematically underestimates the measured T i by 6%

and 10% for jets in the regions 0.7 < |yJC |<1.1and 1.6<
| Cal| < 2.1, respectively, with no significant pJT < depen-
dence. An additional smearing of the reconstructed p’T’CZ11 is
applied to the simulated events to account for this effect. In

the region 1.1 <|y'\| < 1.6, o P is overestimated by 5% in

cal
the simulation. The effect on the final result is included via
slightly modified unfolding factors (see Sec. IX). For jets

with | Cal|<01 the simulation properly describes the
measured o iy Figure 3 shows the ratio between o i in
T

data and simulated events, Uda‘a /o™ e[, in different | chall
regions as a function of the average pJT <1 Of the dijet event

[41]. After corrections have been applied to the simulated
events, data and simulation agree. In the region 1.1<<

PHYSICAL REVIEW D 75, 092006 (2007)

'| < 1.6, and only for the purpose of presentation, a

| cal
5% smearing of the reconstructed pJT,C,d11 is applied to the
data to show the resulting good agreement with the un-
corrected simulated resolution. The relative difference be-
tween data and simulated resolutions is conservatively
taken to be =8% (see Fig. 3) over the whole range in
Fea and |
tainties.
The average jet momentum calorimeter response in the
simulation is then tested by comparing the pJTefcal balance in

data and simulated exclusive dijet events. The variable £3,
defined as [42]

Cal| in the evaluation of systematic uncer-

testjet _ref. jet
_ I+ <A> ith A = pTcal T,cal (2)
B 1— <A>’ wi test jet + ref. jet’
pT cal pT,cal

is computed in data and simulated events in bins of

testjet ref jet ref. jet

Tea T Prea )/2, where pp 4" denotes the transverse
momentum of the jet in the region 0.1<| Cdl| <0.7, and

ref. jet

Prea 18 the transverse momentum of the jet in the | y’call
region under study. The presence of calorimeter gaps at
[l =0and |n| = 1.1 (see Sec. II) translates into a reduced
average calorimeter response to jets. For jets in the regions
| Call ~( and | Cal| ~ 1.1, the value for B is about 0.87.
Figure 4 presents the ratios Bdm/ Bme as a function of

pj{ftca] pt{’fjf “in the different |y'*| bins considered in the
analysis. The study indicates that small corrections

are required around calorimeter gaps, | ){:ll <0.1 and
1.1<] Cal| < 1.6, as well as in the most forward region,

1.3
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3 ﬁ‘ - g T E he LN = o
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FIG. 3. Ratio g% /g™

as a function of the average pT . Of the dijet event, in different | y'call regions, before (black squares) and

after (open circlesy corréctrons have been applied (see Sec. VII). The solid lines are fits to the corrected ratios. The dashed lines
indicate a =8% relative variation considered in the study of systematic uncertainties.
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and are considered in the study of systematic uncertainties.

1.6 < |y | <2.1. For]ets with [y
shows a moderate pT’Ca1 dependence, and several parame-

‘| > 1.1, the correction

cal cal

trizations are considered to extrapolate to very high pjftcal.
The difference observed in the final results, using different

parametrizations, is included as part of the total systematic
uncertainty.

VIII. RECONSTRUCTION OF THE JET
VARIABLES

The jet reconstruction in the detector is studied using
Monte Carlo event samples, with modified jet energy
response in the calorimeter, as described in the previous
section, and pairs of jets at the calorimeter and hadron
levels matched in (y — ¢) space by requiring

\/ Ok — had)z + (P — ¢{$d)2 < D. These studies indi-

cal
cate that the angular variables of a jet are reconstructed
with no significant systematic shift and with a resolution

better than 0.05 units in y and ¢ at low pjTefcal, improving as

pjTefcal increases. The measured pchfcal systematically under-
estimates that of the hadron-level jet. This is attributed
mainly to the noncompensating nature of the calorimeter

[18]. For jets with pT «ar around 50 GeV/c, the jet trans-

verse momentum is reconstructed with an average shift that
varies between —9% and —30% and a resolution between

10% and 16%, depending on the |}’j§1| region. The jet
reconstruction improves as p’;tcal increases. For jets with
pjTefcal around 500 GeV/c, the average shift is —7% and the
resolution is about 7%.

IX. UNFOLDING

The measured pJT a1 distributions in the different |y Ca]
regions are unfolded back to the hadron level using simu-
lated event samples (see Sec. VI), after including the
modified jet energy response described in Sec. VIL
PYTHIA-TUNE A provides a reasonable description of the
different jet and underlying event quantities, and is used to
determine the correction factors in the unfolding proce-
dure. In order to avoid any potential bias on the correction
factors due to the particular PDF set used during the
generation of the simulated samples, which translates
into slightly different simulated pY, distributions, the
underlying p, spectrum [43] in PYTHIA-TUNE A is re-
weighted until the Monte Carlo samples accurately follow
each of the measured pJTefcal distributions. The unfolding is
carried out in two steps.

First, an average correction is computed separately in
each jet rapidity region using corresponding matched pairs
of jets at the calorimeter and hadron levels. The correlation
(P e pJTetcal) versus (p’,) (see Fig. 5), computed in
bins of (Pl + Prea)/2. is used to extract correction
factors which are then applied to the measured jets to
obtain the corrected transverse momenta, pjﬁtcor. In each
jet rapidity region, a cross section is defined as

d*o 1 NG

7 - : (3)
dPJTe,cord cal Ap]T cor ciltl

iet . . . jet :
where Nlo: denotes the number of Jets in a given pY . bin,

A pT «or 18 the size of the bin, A ' denotes the size of the

cal
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region in y%, and £ is the integrated luminosity. NE
includes event-by-event weights that account for trigger
prescale factors, and A pJTefcor is chosen according to the jet
momentum resolution.

Second, each measurement is corrected for acceptance
and smearing effects using a bin-by-bin unfolding proce-
dure, which also accounts for the efficiency of the selection
criteria. The unfolding factors, defined as

dza/dpJT had )Ahad
d2 /dp]T cor .

cal
are extracted from Monte Carlo event samples and applied

U( Tcor’ cal) - “)

600

> [GeV/c]

pjftcal) versus ( pjﬁal), as extracted from PYTHIA-TUNE A simulated event samples, in the different |y,

to the measured pJT cor distributions to obtain the final
results. As shown in Fig. 6, the factor U(pJT cor Vea o) in-
creases with pT cor and presents a moderate Iy’mll depen-
dence. At low pJT’Cor, the unfolding factor varies between
1.02 and 1.06 for different rapidity regions. For jets with
pJ{ftcor of about 300 GeV/c, the factor varies between 1.1
and 1.2, and increases up to 1.3-1.4 at very high pJT cor- IN
the region 1.1 < | Cal| < 1.6, the unfolding factor includes
an additional correction, f( pJT,cor), to account for the fact
that the simulation overestimates the jet momentum reso-
lution in that region (see Sec. VII). The factor fy( p?tcor) is
computed from Monte Carlo samples as the ratio between
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FIG. 6. Unfolding factors, U (pJT corr Ca