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We report the measurement of the cross section for the inclusive production of isolated prompt
photons in proton-antiproton collisions at

!
s=1.96 TeV. We use the full data set corresponding to

an integrated luminosity of 9.5 fb ! 1, collected with the upgraded Collider Detector at Fermilab in
Run II. The measurement is performed as a function of the photon transverse energy (E �

T ) covering
the range of 30 GeV< E �

T < 500 GeV in the pseudorapity region |! � | < 1.0. Results are compared
to leading-order and next-to-leading-order perturbative QCD calculations.
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I. INTRODUCTION

Prompt photons production at hadron colliders is an important testing ground for perturbative Quantum Chromo-
dynamics (pQCD) enabling to probe parton distribution functions (PDFs) and the parton-to-photon fragmentation
functions (FFs) [1], [2], [3]. In addition, high ET photons can constitute the main background for important searches
such as H ! ��, or SUSY and extra-dimensions with energetic photons in the final state [4].

Prompt photons are defined as photons produced in the beam particle collisions and not originating from secondary
hadron decays. They include both fragmentation photons which are the product of the collinear fragmentation of
a final-state parton and direct photons coming from (1) quark-gluon Compton scattering gq(q̄) ! �q(q̄) and (2)
quark-antiquark annihilation qq̄ ! g�. However, application of photon isolation requirements substantially reduce
the contribution of fragmentation photons.

In this note we present the measurement of the cross section for the inclusive production of isolated prompt photons
in pp̄ collisions using the full dataset collected with the upgraded Collider Detector at the Fermilab Tevatron.

The CDF detector is described in detail in [6].

II. DATA SAMPLE & EVENT SELECTION

This analysis is based on an integrated luminosity of 9.5 pb! 1 collected with the CDFII. The data are collected
using a three-level online event-filtering system that selects events with at least one energy cluster consistent with
a photon in the final state. Photons are collected with three trigger thresholds in E!

T [21], 25 GeV, 50 GeV and
70 GeV. The low E!

T trigger requires the lateral shower profile of the central electromagnetic strip chambers (CES)
to be consistent with that of electrons, as measured in test beam data.To reduce contamination from neutral light
meson decays, the low E!

T trigger requires photon clusters to be isolated.
The event selection requires the primary vertex z position to be within 60 cm of the center of the detector. In order

to suppress beam-related backgrounds, cosmic rays, and calorimeter noise, the missing transverse energy of the event
has to be less than 80% of the transverse energy of the leading photon candidate. In the selected sample, each event
is required to have at least one photon candidate; the photon candidate is required to be in the fiducial region of the
central calorimeter ( pseudorapidity [22] in the region ⌘! < 1.0). The transverse energy of the photon is corrected to
account for nonuniformities in the calorimeter response, and calibrated using electrons from reconstructed Z bosons.
Photon candidates are required to have E!

T above 30 GeV and satisfy loose selection requirements, as described in
Ref. [7]. Additional track requirements are applied to remove electrons,

We use Monte Carlo samples to calculate the photon fraction in each E!
T bin, to unfold the cross section measurement

back to the hadron level and to compare results to theoretical predictions. These samples are generated using Gen6
pythia 6.216 Tune A with realistic simulation and sherpa 1.4.1 with Tune A minbias and realistic simulation. The
generation has been done with di↵erent cuts of p̂T to guarantee enough statistics along the pT range considered for
the measurement of the cross section.

III. PHOTON FRACTION

The main background contribution for prompt photon production comes from jets fragmenting into a leading
⇡0 or ⌘, particularly at low ET . Since these mesons are produced mainly within jets during fragmentation and
are surrounded by other particles, photons arising from their decays are largely suppressed by the photon selection
requirements applied to data, and especially by the photon isolation. However, even after the full selection criteria,
highly electromagnetic jets provide a formidable background due to their large cross section. The two showers
from the energetic ⇡0 and ⌘ decaying to two photons coalesce in the calorimeter and mimic single photon shower.
Consequently, they can not be rejected on an event-by-event basis and we must perform a statistical background
subtraction in order to measure the cross section.

In the previous analysis the background subtraction method was based on the isolation energy in the calorimeter
around the photon candidate [8]. In this analysis we get the photon fraction, which represent the signal yield,
using an Artificial Neural Network (ANN) which was trained to discriminate between prompt photons and QCD
background events [9]. The ANN input variables include the ratio of energy in the shower maximum detector to that
in the calorimeter cluster associated with the photon (CES/CEM), the ratio of hadronic to EM transverse energy
(Had/EM), calorimeter and track isolation, and a �2 value calculated by comparing the measured transverse shower
profile to that of a single EM shower [23]. Among the ANN input variables, one of the most important is the
calorimeter isolation which is not well modeled in the inclusive photon MC. We applied the same correction to MC
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FIG. 1: (a) ArtiÞcial Neural Network (ANN) output distribution normalized to unity of signal (red) and background (blue)
Pythia MC templates, for one photon ET bin: 50< E �

T (GeV) < 60 ). (b) ANN output distribution observed in the data
(black points) and the distribution fit result given by the SUM of MC signal (red) and background (blue) templates scaled to
TFractionFitter rates. The distribution Þt result is normalized to data.

events derived in [8]. Further, to account e↵ects dependent on luminosity, we reweigh MC events to have the same
NzV ertex as observed in data. MC events are required to pass the same cuts as data and a set of cuts for the MC
samples simulate the trigger conditions. Fig. 1(a) shows the ANN output distribution normalized to unity for MC
templates, in one photon ET bin.
Signal and background templates are constructed using pythia inclusive photon and di-jet MC respectively. In the
latter case contributions from ISR and FSR are removed as they represent part of the signal.

To estimate the photon fraction, for every bin in the photon ET , the ANN output distribution observed in data is
fitted to a linear combination of signal and background MC ANN templates, using the ROOT routine TFractionFitter
[10]. This method performs a binned maximum likelihood fit assuming Poisson statistics [11]. The photon fraction
is provided with an error estimate which takes into account both data and Monte Carlo statistical errors. The
uncertainty of the measured photon fraction at low ET is mostly caused by low statistics of the di-jet sample while
for high ET it is dominated by the data statistics. The photon fraction determined for each photon ET is shown in
Fig. 2: it varies from ⇠45% to ⇠85% as the photon transverse energy increases.
Fig. 1(b) shows the fit result distribution for one photon ET bin; the fit result distribution is given by the sum of MC
signal and background templates scaled to TFractionFitter rates. Both templates are normalized to the total number
of data events.

A. Systematic in the signal fraction

The following systematic e↵ects are evaluated.

Photon energy scale We consider ± 1.5% systematics in the photon energy scale according to the studies in [12].
This uncertainty takes into account both geometrical and energy dependence di↵erences between data and MC.
We vary the E!

T by ± 1.5% in MC. This will make events migrate between E!
T bins and change the ANN

template shapes.

ANN variables Some ANN input variables are less than well modeled in the MC. We vary 3 ANN input variables
(EIso4 by ±25%, CES/CEM, and Had/Em by ±50% ) based on data and simulation comparisons to study how
sensitive the result is to the mismodeling of the ANN variables.

ANN binning By default we use 10 bins, from 0.0 to 1.0, for the ANN histograms. We use di↵erent binnings to test
sensitivity to shapes.

Fig. 3 shows the total systematic uncertainty and single contributions on the photon fraction as a function of photon
ET . The dominant systematic e↵ect comes from varying the ANN input variable EIso4.
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FIG. 2: Photon fraction as a function of photon ET . The error bars represent the statistical errors and the azure bands
represent the systematic errors.

FIG. 3: Total systematic uncertainty and single contributions on the photon fraction ( f �) as a function of photon ET .

IV. UNFOLDING FACTORS

We use the pythia inclusive photon MC sample to unfold the detector e↵ects. The unfolding factors correct for
acceptance and smearing e↵ects, and also account for the e�ciencies of the photon selection. Unfolding factors are
computed bin by bin as follows:
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✏ =
�rec (photon ID cuts, trigger cuts, |⌘! | < 1.0, E!

T > 30GeV )

�gen (isocal < 2GeV, |⌘! | < 1.0, E!
T > 30GeV )

• The numerator is calculated using events passing the same requirements as for data: a photon candidate in the
central calorimeter passing trigger and loose photon ID cuts with reconstructed transverse energy in the range
30< E!

T (GeV ) <500.

• The denominator is calculated using events passing the following cuts representing the correction to the hadron
level: a generated photon in the region |y! | < 1 with 30 GeV< E!

T <500 GeV and E iso
T <2 GeV in the cone of

0.4 around the photon. The isolation energy is calculated by summing transverse momentum of all the generated
stable particles[24] in the cone of 0.4 around the photon. Underlying events are included in the isolation energy
calculation

References [15], [16] use Z ! e+ e! events in data and MC to derive a correction to the ANN photon ID cut
e�ciency reported by the MC. We apply this photon ID e�ciency correction to this analysis.

Fig.4 shows the unfolding factors as a function of E!
T with statistical and systematics errors described below.

FIG. 4: Unfolding Factors as a function of photon ET . The error bars represent the MC statistical errors and the azure bands
represent the systematic errors.

A. Systematic uncertainty on Unfolding Factors

We consider the following systematic e↵ects.
Photon energy scale is varied in the same way as described in the previous section;
Photon ID : we assign a 3% systematic error taken from [16] .
PDF uncertainties : we assign a 3% error, based on the previous measurement [8].
Pythia/Sherpa : we also calculate the unfolding factors using sherpa MC and take the di↵erence between sherpa
and pythia unfolding factors as systematic error (⇠8%).
Fig. 5 shows the total systematic error on the unfolding factors, with the single contributions. The total systematic
errors are approximately ⇠10% .
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FIG. 5: Total systematic uncertainty and single contributions on the Unfolding Factors (UF) as a function of photon ET .

V. CROSS SECTION RESULTS

We calculate the cross section as

d�

dE!
T d⌘

! =
Nevt ⇥ f !

UF ⇥ L⇥�E!
T ⇥�⌘! (1)

where Nevt is the number of selected data events in each photon ET bin after applying the full selection; f ! is
the photon fraction for that bin; UF = ✏trig ✏reco ✏! is the unfolding factor that takes into account the trigger, the
reconstruction, photon ID and unfolds the measurement back to the hadron level; L is the data luminosity; �E!

T is
the energy bin-width and �⌘! the pseudorapidity bin-width.

Fig.6 shows the measured cross section for pp̄ ! � + X as a function of photon ET compared to the theoretical
predictions; the ratio of data/theory is shown in Fig.7.

We compare our measurements with three theoretical predictions:

Pythia We use the LO generator Pythia version 6.216 [20] with CTEQ5L PDFs.

Sherpa We use Sherpa1.4.1 [18] generator with CT10 PDFs. This calculation includes all the MEs with one photon
and up to three jets in our kinematic region. It features a parton-jets matching procedure to avoid overlapping
between phasespace descriptions given by matrix element generators and showering/hadronization in multi-jets
process simulation. The underlying events (multiple parton interaction - MPI) are simulated using Amisic.

MCFM This is a fixed-order NLO calculation including non-perturbative fragmentation at LO [19]. MCFM needs
an additional correction factor CUE to account for the presence of contributions from the underlying event and
parton-to-hadron fragmentation, which tend to increase the energy in the isolation cone[25]. Such a correction
reduces the predicted cross section, since the presence of extra activity results in some photons failing the isolation
requirements. CUE is determined as the ratio between the isolated fraction of the total prompt photon cross
section at the hadron level and the same fraction obtained after turning o↵ both multiple-parton interactions
and hadronization. We use the correction factor CUE = 0.913±0.004(stat)±0.03(sys) , estimated averaging the
results in Pythia MC generated with the Tune A or DW, and taken from the previous published measurement
[8].

The calculations are obtained with the following kinematic cuts: |⌘! | < 1.0 with and E iso < 2 GeV in the cone of
0.4 around the photon and we select the most energetic photon.
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Sherpa predictions are in reasonable agreement with the measured cross section within theoretical and experimental
uncertainties. The Pythia predictions underestimate the measured cross sections. MCFM predictions have an overall
good agreement with respect to data. Fig. 8 shows the systematic errors on the the measured cross sections as a
function of E!

T .

FIG. 6: The measured " + X cross section compared with three theoretical predictions: pythia, sherpa and mcfm. The vertical
error bars show the statistical uncertainties, while the shaded areas show thesystematic uncertainties. The 6% luminosity
uncertainty on the data is not included. A correction to account for extra activity ( CUE) is applied to the MCFM theoretical
predictions, as explained in the text.

.

FIG. 7: Ratio of the measured " + X cross section to three theoretical predictions: pythia (upper part), sherpa (central part)
and mcfm (bottom part). The vertical error bars show the statistical uncertainties, while the shaded areas show the systematic
uncertainties. The 6% luminosity uncertainty on the data is not included. A correction to account for extra activity ( CUE) is
applied to the MCFM theoretical predictions, as explained in the text.

.



8

FIG. 8: The fractional systematic errors on the measured " + X cross section. The continous line is total systematic uncertainty
while the dashed lines correspond to the single contribution. .

VI. SUMMARY

We have measured the inclusive isolated prompt photon cross section for photons with |⌘! | < 1.0, 30 GeV <
E!

T < 500 GeV and calorimeter isolation < 2 GeV . The full data sample corresponding to a 9.5 fb1 and taken
by the CDF II detector. Comparisons of our measurement to three theoretical predictions is discussed. We found an
overall good agreement with the NLO MCFM calculation.
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