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A measurement of the top quark mass using 2.7 fb~! of CDF Run II Data is reported, which uses
only the transverse momentum P of the leptons in the lepton+jets decay channel of top quark pairs
and is therefore free of the uncertainties related with the measurement of the jet energy. The top
quark mass Myop is measured with two methods: using the full shape of the lepton Pt distribution,
which is the baseline or shape analysis method, and using only the mean value of the lepton Pt
distribution, which is the cross-checking or (Pt) analysis method. Mtop is measured from electrons
and muons separately with either method and the results from the two lepton samples are combined
in the end. The results are (172.1 + 7.9gtat £ 3.0syst) GeV/c2 from the shape analysis method
and (174.0 £ 7.9stat £ 3.5syst) GeV/c2 from the (Pr) analysis method.
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I. INTRODUCTION

This note describes a measurement of the top quark mass Mo, using only leptons detected in the lepton+-jets decay
channel of tt pairs produced in pp collisions at /s = 1.96 TeV with the CDFII detector [1] at the Fermilab Tevatron.
The measurement uses secondary vertex tagging for b-jet identification in order to reduce the background from W
plus multijet production. The motivation for using only lepton (electron or muon) information to measure the top
quark mass arises from the relatively large uncertainties associated with the jet calibration and the elaborate effort
which is necessary for the jet calibration. The transverse momentum Pt of the muons or transverse energy Er of
the electrons from top quark decays, hereby generically refered to as the lepton Pt , is a variable which is free of
these uncertainties and easy to implement. It is common to the semi-leptonic (or lepton+jets) and all-leptonic (or
dilepton) decay channels of tt pairs and therefore allows for measurements of My,p, in the two channels using the same
method. It can be precisely calibrated using dilepton data from Z boson decays, where the kinematics is simple and
the lepton Pt is well constrained by the precisely known Z boson mass. In addition, from a theoretical point of view,
a measurement of My, from the lepton P is ultimately free of the limit of Aqep ~ 300 MeV/ c? in the precision of
any measurement of Mo, using jets, which is imposed by parton fragmentation.

II. DATA SAMPLE & EVENT SELECTION

This analysis is based on data collected with the CDFII detector between March 2002 and April 2008. The data are
collected with an inclusive lepton trigger that requires an electron with E1 >18 GeV or muon with Pt >18 GeV/c.
From this inclusive lepton dataset events are selected offline by requiring one and only one reconstructed isolated
central lepton (with pseudo-rapidity |n| < 1), either electron with Er >20 GeV or muon with Pt >20 GeV/c, at
least four central jets (with |n| < 2) having Er >20 GeV and missing transverse energy Er > 20 GeV. The dataset
thus selected, called “lepton+> 4jets”, is dominated by QCD production of W bosons with multiple jets. To improve
the signal-to-background (S/B) ratio, events with at least one b-jet are identified by requiring at least one secondary
vertex tag. The “b-tagging” cut, having an efficiency of 40%, enhances the S/B ratio to 3.2 for the electrons and 4.5
for the muons. Good runs with the silicon vertex detector on are also required for the b-tagging. 472 electrons and
386 muons are thus selected from a data sample corresponding to an integrated luminosity of 2.7 fb=1.

In the Monte Carlo, the Pythia 6.216 generator [2] is used for the tt signal samples and the Alpgen 210’ [3] +
Pythia generator (Pythia here for parton showering only) is used for the background samples.

III. BACKGROUNDS

A model for the expected background in the lepton+> 4jets data sample is built by a standard fit, called “Method
I1”, also used for the measurement of the cross section for tt production in the lepton+jets decay channel [4]. Back-
ground contributions are expected from QCD production of W and Z bosons associated with jets, single top (elec-
troweak) production and “fake” leptons, i.e. jets mis-identified as leptons. Background lepton Pt distributions from
W boson production associated with heavy flavor (c, b) jets, Z boson production associated with light flavor jets,
diboson (WW, WZ, ZZ) production and single top production are modeled by the Monte Carlo (MC). The shape of
the background lepton Pt distribution from W boson production associated with light flavor (u, d, s) jets is modeled
by the MC and its magnitude is etimated from the negative b-tag rate (mistags). The shape of the background distri-
bution of fake leptons is determined from the data by selecting leptons with one of the cuts required for the definition
of a tight lepton inverted. The leptons thus selected are refered to as “anti-leptons”. Finally, the magnitude of the
fakes background is estimated by a fit to the Er spectrum of the data, varying the amount of fakes and keeping all
of the other background components fixed. The fit gives 112 4 29 expected background electrons and 71 + 9 expected
background muons in the data sample of 2.7 fb~!. The expected fake electrons are 40 + 10 and the expected fake
muons are 0 % 1.

The procedure for building the background model in the > 4-jets multiplicity bin is repeated in the 1-jet bin, where
the signal from top quarks is negligible and the model histograms can be tested against real data (control region).
Figures 1 and 2 show the background models in the signal region and the comparison of the corresponding models
with the data in the control region. The bin-by-bin ratios of the data histograms to the model histograms in the
control region are flat and consistent with unity, providing thus confidence for the expected background models in the
signal region.
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FIG. 1: The background models in the > 4-jets signal bin.

IV. SENSITIVITY OF THE LEPTON Pr TO THE TOP QUARK MASS

Figure 3 shows the dependence of the mean value (Pt) of the lepton Pt on My, for electrons and muons separately.
The dependence is linear within MC statistics. The slope of (P1) vs. Miop is about 13% in either case. This simple
relation between (Pr) and My, allows for a straightforward measurement of Mo, from (Pt) of a given lepton sample:

(Pp) — & 1 pres
\ stat — ) x UN

where x is the intercept and A the slope of (Pt) vs. Mo, , P¥™ is the second moment of the distribution and
N is the total number of leptons in the sample. This method is simple and therefore useful for cross-checking and
understanding, but makes limited use of the information provided by the lepton Pt spectrum and is sensitive to the
composition of the lepton sample or, equivalently, to the background normalization.

The full shape of the lepton P distribution can be accurately parameterized by an incomplete I' function with two
free parameters, the expected number p of leptons per measurement and the expected average Pt per lepton q:

Mtop =

(1)
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The Fermi distribution factor on the right hand side models the cut at c=20 GeV/c with a fixed steepness parameter
a=0.1 GeV/c. Figure 4 shows that the dependence of p and q on My, is again linear within MC statistics. The
parameter p shows a very weak, but still significant, dependence on My, with a slope of about -0.5%, whereas q is
much more sensitive to Myop with a slope of about 10%.
M;op can therefore be alternatively measured by maximizing the unbinned likelihood function
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FIG. 2: Left: Comparison of data and MC in the 1-jet control bin. Right: Data-to-MC ratios in the 1-jet control bin. CEM
are central electrons and CMUP, CMX are two categories of central muons.
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FIG. 3: The mean of the MC Pt distribution of the electrons (left) and of the muons (right) for signal+background as a
function of the top quark mass.
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which depends on M, through

Psig = Q1 + O421\/[top Qsig = a3 + O441\/Itop (6)

L is maximized with respect to Mo, , the number of signal leptons j and the number of background leptons k,
keeping the total number N of leptons in the sample and the shape parameters & = (a1, as, as, a4) of the signal
distribution and (png, qng) of the background distribution fixed. This method makes full use of the information
provided by the lepton Pt spectrum. In addition, the dependence on the background normalization is marginalized
through the gaussian constraint Ly on the expected number B + §B of background leptons.

V. CORRECTIONS TO THE MEASURED TOP QUARK MASS

For the lepton Pt calibration, the global scale is first calibrated using Z — ete™ and Z — p*u~ data and MC. The
dilepton invariant mass is recontsructed from this data and its spectrum is fit with a function to accurately determine
the centroid, which is then compared with the world average of the Z boson mass. The comparison provides a global
correction to the lepton Pr . For the local scale, non-linear corrections for the spectrometer response are studied
using Z — ptp~ data. 1/Pr is binned and the di-muon invariant mass is reconstructed in each bin and tuned to
the world average of the Z boson mass. This provides a local correction to the lepton Pr . Having the momentum
calibrated with the di-muon sample, non-linear corrections for the calorimeter response, related with the measurement
of the transverse energy of the electrons, are studied using electron+1jet data. This sample is dominated by W boson
decays associated with one jet. The transverse energy Er of the electrons is binned and the ratio E/P of the energy
to the momentum of the electrons, corrected for the momentum calibration, is integrated over each bin. The fraction
of integrated E/P of the data over integrated E/P of the MC is studied as a function of Et for each bin. Non-linear
corrections to the electron Er spectrum are derived from the slope of this fraction with respect to E1 . The global
and local Pt scale corrections are then applied to the measurement of My, .

For the parton distribution functions (PDF) the Pythia MC is re-weighted from the leading order (LO) default set
CTEQS5L to the next-to-leading order (NLO) set CTEQ6M and the LO 5% fraction of tt events that Pythia produces
via gluon-gluon fusion is also re-weighted to the NLO fraction of 10%.

Finally, in the (Pr) analysis method, a +(0.84+0.3) GeV/c? bias in the mass measurement from the electron sample
and a +(1.4 + 0.3) GeV/c? bias in the mass measurement from the muon sample, detected in the mass residuals of
pseudo-experiments, are also corrected.

All corrections applied to the measured Mo, are summarized in Table I.

Electrons Muons
Correction (in GeV/c®)|(Pt) analysis|[Shape analysis|(P1) analysis|Shape analysis
Global Pt scale +2.59 +2.55 +0.57 +0.57
Local Pt scale +1.23 +1.19 +1.71 +1.69
PDF —2.40 —2.55 —2.30 —2.35
Bias +0.82 - +1.43 -
[Total | +224 | 4119 | 4141 [ 009 |

TABLE I: Corrections applied to the measured top quark mass.
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FIG. 4: The dependence of the shape parameters of the MC Pt distribution on the top quark mass for the electrons (top) and
for the muons (bottom).

VI. SYSTEMATIC UNCERTAINTIES

e The uncertainty from the finite MC statistics is estimated by varying the (Pt) or shape parameters, according to
the Mo, measurement method, by £10 about their central values determined from the fits to the MC templates,
taking into account the total anti-correlation of intercept and slope with respect to Myop (see Section IV).

The uncertainty from the global Pt scale calibration is estimated by varying the global Pt scale correction
coefficient by £10 about its central values determined from the fits to the dilepton data and MC (see Section V).

The uncertainty from the local Pt scale calibration is estimated by varying the local Pt scale correction coeffi-
cients by £1o about their central values determined from the fits to the di-muon data (for the muons) and the
e+1jet data (for the electrons), taking into account the total anti-correlation of intercept and slope with respect
to Pt (see Section V).

The uncertainty from the MC generator is estimated by comparing two different generators for the signal, Pythia
and Herwig [5], adding in both cases the same background. The difference between the two results is taken as
410 and the uncertainty is defined as +1o.

The uncertainty from the initial/final state radiation (IFSR) of gluons is estimated by varying the radiation
strength in Pythia by an amount appropriately tuned to various data sets.



e The uncertainty associated with the PDF re-weighting in the Pythia MC is estimated from the mass shifts of
the 20 CTEQ6M eigenvectors from the mass measurement with the nominal CTEQ6M set and the shift of the
average of 6 ag values from the world average of ag(Myz), all added in quadrature.

e The uncertainty from the choice of the Q? scale in the W+jets MC background is estimated by varyying the
scale by a factor of 2.0 and 0.5 of the default.

e The uncertainty from the jet energy scale (JES) is estimatedby varying the jet energy scale by +1o of the
combined jet energy corrections.

e The uncertainty from event pile-up is estimated by re-weighting the average number of vertices in the MC (1.5)
to the average number of vertices in the data after the first 1.2 fb=! (2.0).

e The uncertainty from the fake electrons, which affects the shape of the background Pt distribution by chang-
ing the composition of the background sample, is estimated by varying the amount of anti-electrons in the
background model by +25% (the corresponding Method II fit uncertainty, see Section III).

e The uncertainty due to the overall normalization of the background in the (Pt) analysis method is estimated
by varying the total amount of background by the respective Method II fit uncertainty (+25% for the electrons,
+15% for the muons, see Section IIT).

e The uncertainty from the bias correction in the (Pr) analysis method is 0.3 GeV /c?, as determined from the
pseudo-experiments.

The systematic uncertainties are summarized in Tables IT and TII.

Electrons Muons
Source (PT) analysis|Shape analysis|(PT) analysis|Shape analysis
(GeV/c?) (GeV/c?) (GeV/c?) (GeV/c?)

MC statistics +0.3 +0.4 +0.3 +0.4
Global Pt scale +0.2 +0.2 +0.1 +0.1
Local Pt scale +0.6 +0.6 +1.5 +1.5
Generator +0.7 +0.7 +2.2 +2.2
IFSR +1.8 +1.7 +1.1 +1.0
PDF +0.5 +0.6 +0.5 +0.6

Q? +0.7 +0.7 +0.8 +0.8

JES +0.0 +0.0 +0.0 +0.0
Pileup +0.1 +0.1 +0.1 +0.1
Fakes +3.8 +3.6 - -
Background +3.0 - +0.9 -

Bias correction +0.3 - +0.3 -
|Tota1 | +5.3 | +4.2 | +3.2 | +3.1 |

TABLE II: Top quark mass systematic error breakdown for each lepton sample, electrons or muons, and each measurement
method.

VII. RESULTS

Figure 5 shows the unbinned maximum likelihood fits to the data and the respective log-likelihood curves. Table IV
summarizes all of the top quark mass measurements from each lepton sample, electrons and muons, and each method,
(Pr) analysis and shape analysis, before and after all corrections are applied.

The M;,, measurements and the associated statistical and systematic errors from each lepton sample, electrons or
muons, using one method, (Pr) analysis or shape analysis, are combined with the Best Linear Unbiased Estimator
(BLUE) algorithm [6]. The result from the combination of the measurements using the baseline shape analysis method

1S

Miop = (172.1 £ 7.94at + 3.05y5t) GeV/c?



Source (PT) analysis |Shape analysis
(GeV/c?) (GeV/c?)

MC statistics +0.3 +0.4
Global Pt scale +0.1 +0.1
Local Pt scale +1.1 +1.1
Generator +1.5 +1.4
IFSR +1.4 +1.4
PDF +0.5 +0.6
Q2 +0.8 +0.7
JES +0.0 +0.0
Pileup +0.1 +0.1
Fakes +1.8 +1.8
Background +1.8 -
Bias correction +0.2 -
|Total | +3.5 | +3.0 |

TABLE III: Top quark mass systematic error breakdown for the combined measurements from electrons and muons with each
method.
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FIG. 5: Top: The unbinned maximum likelihood fits (red) to the data (blue) and the background expectations (black) provided
by the fits. Bottom: The corresponding log-likelihood curves.



Electrons
Measurement | (Pr) analysis|Shape analysis
(GeV/c?) (GeV/c?)
Uncorrected | 187.6+11.1 186.1+11.3
Corrected 189.8+11.1 187.3+11.3
Muons
Measurement | (Pr) analysis|Shape analysis
(GeV/c?) (GeV/c?)
Uncorrected | 157.3+11.3 156.3+11.0
Corrected 158.7+11.3 156.2+11.0

TABLE IV: Summary of all top quark mass measurements. The errors are statistical only.

The corresponding result from the cross-checking (Pr) analysis method is (174.0 & 7.95at + 3.54yst) GeV/c?. The
two results are fully consistent within errors. They are also consistent with the current world average of M;’f)‘gld =
(172.4 £ 0.7gar £ 1.0455) GeV/c? [7].
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