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165 Abstract

16 We report on a measurement of C'P-violating asymmetries (Acp) in the Cabibbo-suppressed
167 DY — 77~ and D — KT K~ decays reconstructed in a data sample corresponding to 5.9 fb~1 of
168 integrated luminosity collected by the upgraded Collider Detector at Fermilab. We use the strong
160 decay D*t — DOt to identify the flavor of the charmed meson at production and exploit CP-
170 conserving strong c¢ pair-production in pp collisions. High-statistics samples of Cabibbo-favored
1 DY — K~ 7t decays with and without a D** tag are used to correct for instrumental effects and sig-
172 nificantly reduce systematic uncertainties. We measure Agp(D® — 7777) = (+O.22i0.24 (stat)+
173 0.11 (syst))% and Acp(D° — KTK ™) = (—0.24 +0.22 (stat) +0.09 (syst))%, in agreement with
174 C'P conservation. These are the most precise determinations from a single experiment to date. Un-
175 der the assumption of negligible direct CP violation in D® — 7+7~ and D° — K+ K~ decays, the
176 results provide an upper limit to the CP-violating asymmetry in D° mixing, |A%4(D%)| < 0.13%

177 at the 90% confidence level.

178 PACS numbers: 13.25.Ft 14.40.Lb



i I. INTRODUCTION

o The rich phenomenology of neutral flavored mesons provides many experimentally-
11 accessible observables sensitive to virtual contributions of non-standard model (SM) particles
182 or couplings. Presence of non-SM physics may alter the expected decay or flavor-mixing
183 rates, or introduce additional sources of CP violation besides the Cabibbo-Kobayashi-
1 Maskawa (CKM) phase. The physics of neutral kaons and bottom mesons has been mostly
185 explored in dedicated experiments using kaon beams and ete™ collisions [1]. The physics
15 of bottom-strange mesons is currently being studied in detail in hadron collisions [1]. In
187 spite of the success of several dedicated experiments in the 1980’s and 1990’s, experimental
188 sensitivities to parameters related to mixing and CP violation in the charm sector were still
189 orders of magnitude from most SM and non-SM expectations [2]. Improvements from early
10 measurements at dedicated eTe™ colliders at the T(4S5) resonance (B-factories) and the
101 Tevatron were still insufficient for discriminating among SM and non-SM scenarios |1, 13-6].
12 Since charm transitions are described by physics of the first two quark generations, CP-
103 violating effects are expected to be smaller than O(1072). Thus, relevant measurements
104 require large event samples and careful control of systematic uncertainties to reach the
105 needed sensitivity. Also, CP-violating effects for charm have significantly more uncertain
106 predictions compared to the bottom and strange sectors because of the intermediate value
107 of the charm quark mass (too light for factorization of hadronic amplitudes and too heavy
s for applying chiral symmetry). All these things taken together have made the advances in

100 the charm sector slower.

20  Studies of CP violation in charm decays provide a unique probe for new physics. The
20 neutral D system is the only one where up-sector quarks are involved in the initial state.
22 Thus it probes scenarios where up-type quarks play a special role, such as supersymmetric
203 models where the down quark and the squark mass matrices are aligned [7, |8] and, more
204 generally, models in which CKM mixing is generated in the up-quark sector. The interest in
20s charm dynamics has increased recently with the observation of charm oscillations [9-11]. The
206 current measurements [3] indicate O(107?) magnitudes for the parameters governing their
207 phenomenology. Such values are on the upper end of most theory predictions |12]. Charm
208 oscillations could be enhanced by a broad class of non-SM physics processes [13]. Any generic

200 non-SM contribution to the mixing would naturally carry additional CP-violating phases,



210 which could enhance the observed CP-violating asymmetries relative to SM predictions.
au Time integrated CP-violating asymmetries of singly-Cabibbo-suppressed decays into CP
212 eigenstates such as D° — 7t7n~ and D° — K+tK~ are powerful probes of non-SM physics
213 contributions in the “mixing” transition amplitudes. They also probe the magnitude of
24 “penguin” contributions, which are negligible in the SM, but could be greatly enhanced by
215 the exchange of additional non-SM particles. Both phenomena would, in general, increase the
216 size of the observed CP violation with respect to the SM expectation. Any significant C'P-
217 violating asymmetry above the 1072 level expected in the CKM hierarchy would indicate non-
zs SM physics. The current experimental status is summarized in Table[l No CP violation has
210 been found within the precision of about 0.5% attained by the Belle and BABAR experiments.
20 The previous CDF result dates from 2005 and was obtained using data from only 123 pb~!
21 of integrated luminosity. Currently, CDF has the world’s largest samples of exclusive charm
22 meson decays in charged final states, with competitive signal purities, owing to the good
23 performance of the trigger for displaced tracks. With the current sample CDF can achieve
24 & sensitivity that allows probing more extensive portions of the space of non-SM physics
225 parameters.

26 We present measurements of time-integrated C'P-violating asymmetries in the Cabibbo-
27 suppressed D° — 77~ and D° — K™K~ decays (collectively referred to as D° — h™h~
»s in this article) using 1.96 TeV proton-antiproton collision data collected by the upgraded
29 Collider Detector at Fermilab (CDF II) and corresponding to 5.9 fb™! of integrated lumi-
20 nosity. Because the final states are common to charm and anti-charm meson decays, the
21 time-dependent asymmetry between decays of states identified as D° and D at the time of
2 production (¢ = 0) defined as

N(D° — hth=;t) — N(D° — h*th™;t)

Acp(hth™,t) = —
orl %) N(D° — hth=;t) + N(D° — hth=;t)’

23 receives contributions from any difference in decay widths between DY and D° mesons in the
24 chosen final state (direct CP violation), any difference in mixing probabilities between D°
2 and D° mesons, and the interference between direct decays and decays preceded by flavor
23 oscillations (both indirect CP violation). Due to the slow mixing rate of charm mesons, the

23 time-dependent asymmetry is approximated at first order as the sum of two terms,
. t .
Acp(RFh™;t) = AZH(hTh™) + = AZ(RTh7), (1)
T

9



28 where t/7 is the proper decay time in units of D° lifetime (7 ~ 0.4 ps), and the asymmetries
20 are related to the decay amplitude A and the usual parameters used to describe flavored-

20 meson mixing x, y, p, and ¢ [1] by

D° — hth-) (D° — ntho)|?
Al (bt h™) = Agp(t = 0) = A - A )‘2 (2)
|A(D® — hth~) | + |A(D® — hth)
I Y (TR Y (1 A F
2 D q P q

where negp = +1 is the CP-parity of the decay final state and ¢ is the C'P-violating phase.
The time-integrated asymmetry is then the time integral of Eq. () over the observed dis-
tribution of proper decay time (D(t)),

Acp(hh™) = AL (R h™) + AR (W) / "L by

o T

= AU(hWThT) + Q ABS(hThT). (4)

2 The first term arises from direct and the second one from indirect C'P violation. Since the
22 value of (t) depends on D(t), different values of time-integrated asymmetry could be observed
23 in different experiments, depending on the detector acceptances as a function of decay time.
4 Thus, each experiment may provide different sensitivity to A%L and A%d. Since the data
25 used in this analysis were collected with an online event selection (trigger) that imposes
26 Tequirements on the displacement of the D%-meson decay point from the production point,
27 our sample is enriched in higher-valued decay time candidates with respect to experiments
us at the B-factories. This makes the present measurement more sensitive to mixing-induced
29 C'P violation. In addition, combination of our results with those from Belle and BABAR

250 provides some discrimination between the two contributions to the asymmetry.

1 II.  OVERVIEW

»2  In the present work we measure the CP-violating asymmetry in decays of D° and D’
253 mesons into 77~ and KT K~ final states. Because the final states are charge-symmetric, to
24 know whether they originate from a D or a D° decay, we need the neutral charm candidate
255 to be produced in the decay of an identified D** or D*~ meson. Flavor conservation in the

256 strong-interaction decay of the D** meson allows identification of the initial charm flavor

10



TABLE I. Summary of recent experimental measurements of C'P-violating asymmetries. The first

quoted uncertainty is statistical, the second uncertainty is systematic.

Experiment Acp(rtn™) (%)  Acp(KTK™) (%)

BABAR 2008 [14] —0.24 £ 0.52 £ 0.22 +0.00 £ 0.34 £ 0.13
Belle 2008 [15] —0.43 £0.52+0.12 —0.43 £0.30 £ 0.11
CDF 2005 [16] +1.0£1.3+0.6 +2.0£1.24+0.6

27 through the sign of the charge of the 7 meson: D** — D° 7t and D*~ — D° 7~. We refer
xs to D mesons coming from identified D** decays as the tagged sample and to the tagging

250 pion as the soft pion, ;.

w0 In the data collected by CDF between February 2002 and January 2010, corresponding
261 to an integrated luminosity of about 5.9 fb™!, we reconstruct approximately 215 000 D*—
2 tagged D° — 7t~ decays and 476 000 D*-tagged D° — KTK~ decays. To measure
23 the asymmetry, we determine the number of detected decays of opposite flavor and use
»s the fact that primary charm and anti-charm mesons are produced in equal numbers by
25 the C'P-conserving strong interaction. The observed asymmetry is the combination of the
6 contributions from CP violation and from charge asymmetries in the detection efficiency
27 between positive and negative low momentum pions from the D** decay. To correct for
28 such instrumental asymmetries, which are expected to be of the order of a few 1072, we
20 use two additional event samples: 5 million tagged, and 29 million untagged Cabibbo-
oo favored D° — K~ 7t decays. We achieve cancellation of instrumental asymmetries with
on high accuracy and measure the CP-violating asymmetries of D° — 7t7~ and D° — KtK~

o with a systematic uncertainty of about 1073,

o3 The paper is structured as follows. In Sec. [[IIl we briefly describe the components of the
o CDF detector relevant for this analysis. In Sec. [V] we summarize how the CDF trigger
275 system was used to collect the event sample. We describe the strategy of the analysis and
e how we correct for detector-induced asymmetries in Sec. [Vl The event selection and the
277 kinematical requirements applied to isolate the various event samples are presented in Sec.
278 the reweighting of kinematic distributions is discussed in Sec. The determination
o of observed asymmetries from data is described in Sec. [VIIIl In Sec. [X] we discuss possible

20 sources of systematic uncertainties and finally, in Sec. [Xl we present the results and compare
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st With measurements performed by other experiments. We also show that by combining the
282 present measurement with results from other experiments, we can partially disentangle the
23 contribution of direct and indirect CP violation. A brief summary is presented in Sec. X1l A
2« mathematical derivation of the method employed to correct for instrumental asymmetries is

25 discussed in Appendix [Aland its validation on simulated samples is summarized in Appendix

286 B

27 III. THE CDF II DETECTOR

2 The CDF II detector has a cylindrical geometry with forward-backward symmetry and
280 a tracking system in a 1.4 T magnetic field, coaxial with the beam. The tracking system is
200 surrounded by calorimeters [17] and muon-detection chambers [18]. A cylindrical coordinate
201 system, (7, ¢, z), is used with origin at the geometric center of the detector, where r is the
202 perpendicular distance from the beam, ¢ is the azimuthal angle, and the 2 vector is in the
203 direction of the proton beam. The polar angle 8 with respect to the proton beam defines
204 the pseudorapidity n which is given by n = —Intan(6/2).

s The CDF II detector tracking system determines the trajectories of charged particles
26 (tracks) and consists of an open cell argon-ethane gas drift chamber called the central outer
207 tracker (COT) [19] and a silicon vertex microstrip detector (SVX II) [20]. The COT active
208 volume covers |z| < 155 cm from a radius of 40 to 140 cm and consists of 96 sense wire layers
200 grouped into eight alternating axial and 2° stereo superlayers. To improve the resolution
300 on their parameters, tracks found in the COT are extrapolated inward and matched to
o0 hits in the silicon detector. The SVX II has five layers of silicon strips at radial distances
s2 ranging from 2.5 cm to 10.6 cm from the beamline. Three of the five layers are double-
s03 sided planes with r — z strips oriented at 90° relative to r — ¢ strips, and the remaining
s two layers are double-sided planes with strips oriented at 4+1.2° angles relative to the r — ¢
s0s strips. The SVX II detector consists of three longitudinal barrels, each 29 c¢m in length,
206 and covers approximately 90% of the pp interaction region. The SVX II provides precise
07 information on the trajectories of long-lived particles (decay length), which is used for the
308 identification of displaced, secondary track vertices of B and D hadron decays. An innermost
200 single-sided silicon layer (L00), installed at 1.5 cm from the beam, further improves the

s0 resolution for vertex reconstruction [21]. Outside of the SVX II, two additional layers of
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su silicon assist pattern recognition and extend the sensitive region of the tracking detector to
sz || &~ 2 [22]. These intermediate silicon layers (ISL) are located between the SVX II and
ns the COT and consist of one layer at a radius of 23 c¢m in the central region, |n| < 1, and
14 two layers in the forward region 1 < |n| < 2, at radii of 20 and 29 cm. The component of a
us charged particle’s momentum transverse to the beam (pr) is determined with a resolution of
316 0py /D1 =~ 0.07% pr (pr in GeV/c) for tracks with pr > 2 GeV/c. The excellent momentum
a7 resolution yields precise mass resolution, which provides good signal-to-background for fully
a8 reconstructed B and D decay modes. The typical resolution on the reconstructed position of
s decay vertices is approximately 30 gm in the transverse direction, effective to identify vertices
»o from charmed meson decays, which are typically displaced by 250 pm from the beam. In
s the longitudinal direction, the resolution is approximately 70 pm, allowing suppression of
1 backgrounds from charged particles originating from decays of distinct heavy hadrons in the

323 event.

32 IV. ONLINE SAMPLE SELECTION

»s  The CDF II trigger system is a key element that makes this measurement possible.
»s Identification of hadronic decays of heavy-flavored mesons is challenging in the Tevatron
27 collider environment due to the large inelastic pp cross section and high particle multiplicities
2s at 1.96 TeV. In order to collect these events, the trigger system must reject more than 99.99%
20 of the collisions while retaining good efficiency for signal. In this Section, we describe the
10 CDF I trigger system and the algorithms used in collecting the samples of hadronic D
sn decays in this analysis.

3 The CDF II trigger system has a three-level architecture: the first two levels, level 1 (L1)
133 and level 2 (L2), are implemented in hardware and the third, level 3 (L3), is implemented in
14 software on a cluster of computers using reconstruction algorithms that are similar to those
135 used off line.

1 Using information from the COT, at L1, the extremely fast tracker (XFT) [23] recon-
sz structs trajectories of charged particles in the » — ¢ plane for each proton-antiproton bunch
18 crossing. Events are selected for further processing when two tracks that satisfy trigger
19 criteria on basic variables are found. The variables include the product of any combination

.0 of two particles’ charges (opposite or same sign), the opening angle of the two tracks in the
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s transverse plane (A¢), the two particles’ transverse momenta, and their scalar sum.

sz At L2 the silicon vertex trigger (SVT) [24] incorporates information from the SVX II
.3 detector into the trigger track reconstruction. The SVT identifies tracks displaced from the
a4 pp interaction point, such as those that arise from weak decays of heavy hadrons and have
us sufficient transverse momentum. Displaced tracks are those that have a distance of closest
16 approach to the beamline (impact parameter dy) inconsistent with having originated from
w7 the pp interaction point (primary vertex). The impact parameter resolution of the SVT
us is approximately 50 pum, which includes a contribution of 35 pum from the width of the pp
s interaction region. The trigger selections used in this analysis typically require two tracks,
30 each with impact parameter greater than 120 um and smaller than 1 mm. In addition,
s the L2 trigger requires the transverse decay length (L,,) to exceed 200 pum, where L, is
32 calculated as the projection of the vector from the primary vertex to the two-track vertex
353 in the transverse plane along the vectorial sum of the transverse momenta of the tracks.
s« The trigger based on the SVT collects large quantities of long-lived D hadrons, rejecting
355 most of the prompt background. However, through its impact-parameter-based selection,
356 the SVT trigger also biases the observed proper decay time distribution. This has important
357 consequences for the results of this analysis, which will be discussed in Sec. Xl

s The L3 trigger uses a full reconstruction of the event with all detector information, but
350 Uses a simpler tracking algorithm and preliminary calibrations relative to the ones used off
se0 line. The L3 trigger retests the criteria imposed by the L2 trigger. In addition, the difference
s in 2z of the two tracks at the point of minimum distance from the primary vertex, Az, is
362 Tequired not to exceed 5 cm, removing events where the pair of tracks originate from different
363 collisions within the same crossing of p and p bunches.

3¢ Over the course of a single continuous period of Tevatron collisions (a store), the available
365 trigger bandwidth varies because trigger rates fall as instantaneous luminosity falls. Higher
366 trigger rates at high luminosity arise from both a larger rate for real physics processes as well
37 as multiplicity-dependent backgrounds in multiple pp interactions. To fully exploit the avail-
w8 able trigger bandwidth, we employ three main variants of the displaced-tracks trigger. The
360 three selections are summarized in Table [Il and are referred to as the low-pr, medium-pr,
;0 and high-pr selections according to their requirements on minimum transverse momentum.
sn At high luminosity, the higher purity but less efficient, high-pr selection is employed. As

w2 the luminosity decreases over the course of a store, trigger bandwidth becomes available and
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TABLE II. Typical selection criteria for the three versions of the displaced-tracks trigger used in
this analysis. The criteria refer to track pairs. The pr, dg, and 7 requirements are applied to both
tracks. The Y pr refers to the scalar sum of the pp of the two tracks. The Y pr threshold in each
of the three vertical portions of the table identifies the high-pp (top), medium-py (middle), and

low-pr (bottom) trigger selections.

Level-1 Level-2 Level-3

pr > 2.5 GeV/e  pr>2.5GeV/e pr > 2.5 GeV/e

Y pr > 6.5 GeV/e Y pr > 6.5 GeV/e Y pr>6.5GeV/e
Opposite charge  Opposite charge Opposite charge
Ag¢ < 90° 2° < A¢ < 90° 2° < A¢ < 90°

0.12 < dy < 1.0 mm 0.1 < dy < 1.0 mm

Ly > 200 pm Ly > 200 pm
|Azp| < 5 cm
In| < 1.2
pr > 2 GeV/e pr >2 GeV/c pr >2 GeV/c

Y pr >5.5GeV/e > pr>55GeV/e Y pr>55GeV/e
Opposite charge  Opposite charge Opposite charge
Ag¢ < 90° 2° < A¢ < 90° 2° < A¢ < 90°

0.12 < dy < 1.0 mm 0.1 < dy < 1.0 mm

Lyy > 200 pm Lyy > 200 pm
|Azp| < 5 cm
In| < 1.2
pr > 2 GeV/c pr > 2 GeV/e pr > 2 GeV/e
Spr>4GeV/e Y.pr>4GeV/e > pr>4GeV/c
Ag¢ < 90° 2° < A¢ < 90° 2° < A¢ < 90°

0.1 <dy<1.0mm 0.1 <dy<1.0mm
Ly > 200 pm Ly > 200 pm
|Azp| <5 cm

In| < 1.2
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w3 the other selections are utilized to fill the available trigger bandwidth and maximize the
w4 charm yield. The rates are controlled by the application of a prescale, which rejects a prede-
w5 fined fraction of events accepted by each trigger selection, depending on the instantaneous

w6 luminosity.

s7 V. SUPPRESSING DETECTOR-INDUCED CHARGE ASYMMETRIES

s The procedure used to cancel detector-induced asymmetries is briefly outlined here, while
9 a detailed mathematical treatment is given in Appendix [Al
0 We directly measure the observed “raw” asymmetry:

Nobs(DO) - NObS(EO)

A(D°) = N (D) N (D)

s that is, the number of observed D° decays into the selected final state (777~ or KTK™)

se2 minus the number of D° decays, divided by the sum.

> 0.2/ UL o)
3 i D* o D (- M) ¢+ c.c. | Q
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£ - | o
7 &
< i ) %)
4 gt #\L++\+L | = 3
\f | &
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—2000

15 2
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383

s8¢ FIG. 1. Observed asymmetry between the number of reconstructed D** and D*~ mesons as a
35 function of the soft pion’s transverse momentum for pure samples of D** — D%(— 777 )rf and

_ 50 N . .
36 D*~ — D (— nt7 )7, decays. The soft pion transverse momentum spectrum is also shown.

37 The main experimental difficulty of this measurement comes from the small differences in

388 the detection efficiencies of tracks of opposite charge which may lead, if not properly taken
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0 into account, to spuriously-measured charge asymmetries. Relevant instrumental effects
30 include differences in interaction cross sections with matter between positive and negative
5o low-momentum hadrons and the geometry of the main tracking system. The drift chamber
322 layout is intrinsically charge asymmetric because of a ~ 35° tilt angle between the cell
303 orientation and the radial direction, designed to partially correct for the Lorentz angle in the
304 charge drift direction caused by crossed electric and magnetic fields. In the COT, different
s detection efficiencies are expected for positive and negative low-momentum tracks (especially,
16 in our case, for soft pions), which induce an instrumental asymmetry in the number of
s7 reconstructed D*-tagged D® and D® mesons. Other possible asymmetries may originate in
308 slightly different performance between positive and negative tracks in pattern-reconstruction
300 and track-fitting algorithms. The combined effect of these is a net asymmetry in the range
wo of a few percent, as shown in Fig. [[l This must be corrected to better than one per mil
w01 to match the expected statistical precision of the present measurement. In order to cancel
w2 detector effects, we extract the value of Agp(DY — h*h™) using a fully data-driven method,
w03 based on an appropriate combination of charge-asymmetries observed in three different event
we samples: D*-tagged DY — hTh~ decays (or simply hh*), D*-tagged D° — K~7" decays
ws (K7*), and untagged D° — K~n" decays (Km). We assume the involved physical and
w06 instrumental asymmetries to be small, as indicated by previous measurements. Neglecting

w7 terms of order Agpd and 62, the observed asymmetries in the three samples are

A(hh*) = Acp(hh) 4 ()™,
A(Kr*) = Acp(Km) + 6(m) "™+ 6(Km)™", (5)
A(K7) = Agp(KT) + 6(Kn)"™,

hh™ is the instrumental asymmetry for reconstructing a positive or negative soft

w8 where ()
w9 pion associated with a hth™ charm decay induced by charge-asymmetric interaction cross
a0 section and reconstruction efficiency for low transverse momentum pions; &(m,)5™ is the
a1 same as above for tagged K™n~ and K~ 7 decays; and §(Km)5™ and §(K 7)™ are the
2 Instrumental asymmetries for reconstructing a K7~ or a K~ 7" decay for the untagged
a3 and the tagged case, respectively. All the above effects can vary as functions of a number
as of kinematic variables or environmental conditions in the detector. If the kinematic dis-

a5 tributions of soft pions are consistent in K7* and hh* samples, and if the distributions of

as DY decay products are consistent in K7* and K samples, then &(m,)"" ~ §(7,)X™ and

17



a7 §(Km)E™ ~ §(Km)K™. The CP-violating asymmetries then become accessible as
Acp(hh) = A(Rh™) — A(K7™) + A(K). (6)

as This formula relies on cancellations based on two assumptions. At the Tevatron, charm
a0 and anticharm mesons are expected to be created in almost equal numbers. Since the
220 overwhelming majority of them are produced by C'P-conserving strong interactions, and the
a1 pp initial state is C'P symmetric, any small difference between the abundance of charm and
a2 anti-charm flavor is constrained to be antisymmetric in pseudorapidity. As a consequence,
23 we assume that the net effect of any possible charge asymmetry in the production cancels
24 Out, as long as the distribution of the decays in the sample used for this analysis is symmetric
s in pseudorapidity. An upper limit to any possible residual effect is evaluated as part of the
o6 study of systematic uncertainties (Sec. [X]). The second assumption is that the detection
a7 efficiency for the D* can be expressed as the product of the efficiency for the soft pion times
s the efficiency for the D final state. This assumption has been tested (Sec. [X]), and any
a9 residual effect included in the systematic uncertainties.

0 Before applying this technique to data, we show that our approach achieves the goal of
a1 suppressing detector induced asymmetries down to the per mil level using the full Monte
s Carlo simulation (Appendix [B]). The simulation contains only charmed signal decays. The
a33 effects of the underlying event and multiple interactions are not simulated. We apply the
s method to samples simulated with a wide range of physical and detector asymmetries to
a35 verify that the cancellation works. The simulation is used here only to test the validity of the

136 technique; all final results are derived from data only, with no direct input from simulation.

7 VI.  ANALYSIS EVENT SELECTION

s The offline selection is designed to retain the maximum number of D° — h*h'~ decays
130 With accurately measured momenta and decay vertices. Any requirements that may induce
1o asymmetries between the number of selected DY and D° mesons are avoided. The recon-
a1 struction is based solely on tracking, disregarding any information on particle identification.
a2 Candidate decays are reconstructed using only track pairs compatible with having fired the
a3 trigger. Standard quality criteria on the minimum number of associated silicon-detector

wa and drift-chamber hits are applied to each track to ensure precisely measured momenta and
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us decay vertices in three-dimensions |25]. Each final-state particle is required to have py > 2.2
us GeV/e, In] < 1, and impact parameter between 0.1 and 1 mm. The reconstruction of D°
w7 candidates considers all pairs of oppositely-charged particles in an event, which are arbi-
ws trarily assigned the charged pion mass. The two tracks are constrained to originate from a
mo common vertex by a kinematic fit subject to standard quality requirements. The 77~ mass
w0 of candidates is required to be in the range 1.8 to 2.4 GeV/c?, to retain all signals of interest
»s1 and sideband regions sufficiently wide to study backgrounds. The two tracks are required
2 to have an azimuthal separation 2° < A¢ < 90°, and correspond to a scalar sum of the two
153 particles’ transverse momenta greater than 4.5 GeV/c. We require L, to exceed 200 pm to
ssa reduce background from decays of hadrons that don’t contain heavy quarks. We also require
w5 the impact parameter of the D° candidate with respect to the beam, dy(D°), to be smaller
ss6 than 100 pm to reduce the contribution from charmed mesons produced in long-lived B
w7 decays (secondary charm). In the rare (0.04%) occurrence that multiple D — hTh'~ decays
sss sharing the same tracks are reconstructed in the event, we retain the one having the best

a0 vertex fit quality.

w1 Figure 2 shows the K~ 7+ mass distribution for the resulting sample, which is referred
w2 to as “untagged” in the following since no D* decay reconstruction has been imposed at
w3 this stage. The distribution of a sample of simulated inclusive charmed decays is also shown
w4 for comparison. Only a single charmed meson decay per event is simulated without the
a5 underlying event. In both distributions the kaon (pion) mass is arbitrarily assigned to the
ws negative (positive) particle. The prominent narrow signal is dominated by D° — K7t de-
w7 cays. A broader structure, also centered on the known D° mass, are D° — K7~ candidates
s reconstructed with swapped K and 7 mass assignments to the decay products. Approxi-
w0 mately 29 million DY and D° mesons decaying into K*7F final states are reconstructed.
s0 The two smaller enhancements at lower and higher masses than the D signal are due to
s mis-reconstructed D° — KTK~ and DY — 7tn~ decays, respectively. Two sources of
a2 background contribute. A component of random track pairs that accidentally meet the
a3 selection requirements (combinatorial background) is most visible at masses higher than 2
a GeV/c?, but populates almost uniformly the whole mass range. A large shoulder due to

s mis-reconstructed multi-body charm decays peaks at a mass of approximately 1.6 GeV /c?.

w  In the “tagged”-samples reconstruction, we form D** — DO candidates by associating

a7 with each D° candidate all tracks present in the same event. The additional particle is
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FIG. 2. Comparison between the K~ 7+—mass distributions of (a) the untagged sample and of (b)

a simulated sample of inclusive charm decays. See text for explanation of contributions.

a8 required to satisfy basic quality requirements for the numbers of associated silicon and
a0 drift chamber hits, to be central (|| < 1), and to have transverse momentum greater that
480 400 MeV /c. We assume this particle to be a pion (“soft pion”) and we match its trajectory
s to the D vertex with simple requirements on relative separation: impact parameter smaller
s2 than 600 pm and longitudinal distance from the primary vertex smaller than 1.5 cm. Since

a3 the impact parameter of the low-energy pion has degraded resolution with respect to those
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s of the DY tracks, no real benefit is provided by a full three-track vertex fit for the D*
s candidate. We retain D* candidates with D7, mass smaller than 2.02 GeV/c?. In the
s6 2% of cases in which multiple D* candidates are associated with a single D° candidate, we
w7 randomly choose only one D* candidate for further analysis.

s The D71, mass is calculated using the vector sum of the momenta of the three particles as
40 D* momentum, and the known D° mass in the determination of the D* energy. This quantity
w0 has the same resolution advantages of the more customary M (hth()=7,) — M (h*h()~) mass
w01 difference, and has the additional advantage that it is independent of the mass assigned to
w2 the DO decay products. Therefore all D** — D°(— h*h(")=)7+ modes have the same D°r,
a3 mass distribution, which is not true for the mass difference distribution.

we In each tagged sample (D° — 7t7r~ | DY — KTK~ and D° — K~7") we require
ws the corresponding two-body mass to lie within 24 MeV/c? of the known DY mass [1], as
w8 shown in Figs. B (a)—(c). Figures B (d)—(f) show the resulting D7, mass distribution. A
w8 clean D* signal is visible superimposed on background components that are different in each
w0 D° channel. As will be shown in Sec. [VIII, the backgrounds in the D%r, distributions for
so0 D° — 777~ and D° — K+ K~ decays are mainly due to associations of random pions with
so0 real DY candidates. In the D° — KK~ case, there is also a substantial contribution from
seo mis-reconstructed multi-body charged and neutral charmed decays (mainly D*t — D%(—
s03 K197} where the neutral pion is not reconstructed) that yield a broader enhancement
sos underneath the signal peak. We reconstruct approximately 215 000 D*~tagged D° — w7~
sos decays, 476 000 D*tagged D° — K+tK~ decays, and 5 million D*tagged D* — 7t K~

so6 decays.

sov VII. KINEMATIC DISTRIBUTIONS EQUALIZATION

s0s  Because detector-induced asymmetries depend on kinematic properties, the asymmetry
so0 cancellation is realized accurately only if the kinematic distributions across the three sam-
s10 ples are the same. Although the samples have been selected using the same requirements,
su small kinematic differences between decay channels may persist due to the different masses
si2 involved. We extensively search for any such residual effect across several kinematic distri-
s13 butions and reweight the tagged DY — h*h~ and untagged D° — K—7* distributions to

s reproduce the tagged D° — K~ 7 distributions when necessary. For each channel, identical
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s1s reweighting functions are used for charm and anti-charm decays.

sis  We define appropriate sideband regions according to the specific features of each tagged
si7 sample (Fig. B] (a)—(c)). Then we compare background-subtracted distributions for tagged
s hTh()~ decays, studying a large set of 7, kinematic variables (pr, 1, ¢, do, and z) [25]. We
s19 observe small discrepancies only in the transverse momentum and pseudorapidity distribu-
s20 tions as shown in Fig. [ (a)—(d). The ratio between the two distributions is used to extract
s1 a smooth curve used as a candidate-specific weight. A similar study of D distributions for
s tagged and untagged D° — K~ 7+ decays shows discrepancies only in the distributions of
s23 transverse momentum and pseudorapidity (Fig. ) which are reweighted accordingly.

s Background is not subtracted from the distributions of the untagged sample. We simply
55 select decays with K7~ or K~ 7 "mass within 24 MeV /c¢? from the known D° mass, cor-
s26 responding approximately to a cross-shaped £30 range in the two-dimensional distribution
sr (Fig. [B). The background contamination in this region is about 6%. This contamination
ss has a small effect on the final result. The observed asymmetries show a small dependence
s20 on the D momentum, because detector-induced charge asymmetries are tiny at transverse
s momenta greater than 2.2 GeV/c, as required for the D° decay products. Therefore any
s small imperfection in the reweighting of momentum spectra between tagged and untagged
s22 sample has a limited impact, if any. However, a systematic uncertainty is assessed for the
s33 possible effects of non-subtracted backgrounds (see Sec. [X]). All entries in distributions
s3« shown in the remainder of this paper are reweighted according to the transverse momentum

s35 and pseudorapidity of the corresponding candidates unless otherwise stated.

s VIII.. DETERMINATION OF OBSERVED ASYMMETRIES

57 The asymmetries between observed numbers of D° and D° signal candidates are deter-
s mined with fits of the D* (tagged samples) and D° (untagged sample) mass distributions.
s39 The mass resolution of the CDF tracker is sufficient to separate the different decay modes
s« of interest. Backgrounds are modeled and included in the fits. In all cases we use a joint
s binned fit that minimizes a combined x? quantity, defined as xg, = x% + x2, where x3 and
si2 X2 are the individual x? for the D° and D° distributions. Because we use copious samples,
ss3 an unbinned likelihood fit would imply a substantially larger computational load without

sas @ significant improvement in statistical resolution. The functional form that describes the
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FIG. 4. Comparison between normalized kinematic distributions of the various tagged and un-
tagged samples used in the analysis: (a), (¢) soft pion transverse momentum, and (b),(d) pseudo-
rapidity of hh* and K7* events; (e) D° transverse momentum and (f) pseudorapidity of K7 and

Kr* events. Tagged distributions are backgro%rid—subtracted.
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FIG. 5. Distribution of K~ 7T-mass as a function of K7~ —mass for the untagged sample. Note

the logarithmic scale on z axis.

sss mass shape is assumed to be the same for charm and anti-charm, although a few parameters
sa6 are determined by the fit independently in the two samples. The functional form of the
se7 mass shape for all signals is extracted from simulation and the values of its parameters ad-
s4s justed for the data. The effect of this adjustment is discussed in Sec. [X]where a systematic

sa9 Uncertainty is also assessed.

sso A. Fit of tagged samples

ssi We extract the asymmetry of tagged samples by fitting the numbers of reconstructed
so D*F events in the D7 and ﬁows_ mass distribution. Because all D° — h™h'~ modes have
ss3 the same D7) mass distribution, we use a single shape to fit all tagged signals. We also
ssa assume that the shape of the background from random pions associated with a real neutral
sss charm particle are the same. Systematic uncertainties due to variations in the shapes are
ss discussed later in Sec. [X]

ssv The general features of the signal distribution are extracted from simulated samples.
ss The model is adjusted and finalized in a fit of the D%, mass of copious and pure tagged

ss0 K~ decays. We fit the average histogram of the charm and anti-charm samples, m =
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seo (M +m_)/2, where m, is the D*t mass distribution and m_ the D*~ one. The resulting
se1 signal shape is then used in the joint fit to measure the asymmetry between charm and
se2 anti-charm signal yields. The signal is described by a Johnson function |26] (all functions

se3 properly normalized in the appropriate fit range),
(bl + 6 s (52
J("'E‘M7 0-7 677) = 2 )
1+ (%24)

that accounts for the asymmetric tail of the distribution, plus two Gaussians, ¥ (z|u, o), for

the central bulk:

sig(M0aig) =F1J(mlmpe + p17,05,65,75) + (1= f7)
X [fer9 (m|mp+ + pea, o6r)

+ (1 = fe1)9 (mImp- + pae, 0G2)].-

ss« 'The signal parameters 6?82-9 include the relative fractions between the Johnson and the Gaus-
s sian components; the shift from the nominal D** mass of the Johnson distribution’s core,
se /1.7, and the two Gaussians, jigi(2); the widths of the Johnson distribution’s core, o, and
s7 the two Gaussians, ogi(2); and the parameters J; and v, which determine the asymmetry
ses in the Johnson distribution’s tails. For the random pion background we use an empirical
se0 shape form,

@bkg(mekg) = %(WWLDO + My, bbkga Cbkg)>

s0 with Z(x]a,b,c) = (z — a)’e™**%) extracted from data by forming an artificial random
sn combination made of a well-reconstructed D meson from each event combined with pions

s from all other events. The total function used in this initial fit is

Nsig Psig (m | Hsig) + kag §bkg (m | kug) .

s Bach fit function is defined only above the threshold value of mpo + m,. Figure [l shows
s7s the resulting fit which is used to determine the shape parameters for subsequent asymmetry
s fits. All parameters are free to float in the fit.

ss We then fix the signal parametrization and simultaneously fit the D7, mass distributions
s of D*T and D*~ candidates with independent normalizations to extract the asymmetry. The
ss0 parameter 0 varies independently for charm and anti-charm decays. The background shape

se1 parameters are common in the two samples and are determined by the fit. Figures [0 (a)
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FIG. 6. Distribution of Dy mass of tagged D° — K 7T decays with fit results overlaid. The
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tail (dashed line) and the background (full hatching).

s and (b) show the projections of this simultaneous fit on the D%r, mass distribution, for
s the tagged D° — K 7T sample. Figures [7 (c¢) shows the projection on the asymmetry
se distribution as a function of the D%, mass. The asymmetry distribution is constructed by
ses evaluating bin-by-bin the difference and sum of the distributions in mass for charm (m. )
sss and anti-charm (m_) decays to obtain A = (my —m_)/(my + m_). The variation of the
se7 asymmetry as a function of mass indicates whether backgrounds with asymmetries different
sss from the signal are present. As shown by the difference plots at the bottom of Fig. [ the

sso fits correctly describe the asymmetry across the whole mass range.

s0  We allowed independent ¢ ; parameters in the charm and anti-charm samples because the
so0 DO, mass distribution for D** candidates has slightly higher tails and a different width
se2 than the corresponding distribution for D*~ candidates. The relative difference between the
so3 Tesulting d; values does not exceed 0.5%. However, by allowing the parameter §; to vary

s independently the x?/ndf value improves from 414/306 to 385/304. We do not expect the
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FIG. 7. Results of the combined fit of the tagged D° — K~7t samples. Distribution of D%r,

mass for (a) charm, and (b) anti-charm decays, and (c) asymmetry as a function of the mass. Fit

sos source of this difference to be asymmetric background because the difference is maximally
s0s visible in the signal region, where the kinematic correlation between D7, mass and
s transverse momentum is stronger. Indeed, small differences between D** and D*~ shapes
s0s ay be expected because the drift chamber has different resolutions for positive and nega-
so0 tive low momentum particles. Independent d; parameters provide a significantly improved
s0 description of the asymmetry as a function of D%, mass in the signal region (Fig.[7 (c)). In
so1 Sec. [XDlwe report a systematic uncertainty associated with this assumption. No significant

s02 improvement in fit quality is observed when leaving other signal shape parameters free to



e0s vary independently for D** and D*~ candidates.

The plots in Fig. B show the fit results for tagged D° — #t7~ and D° — K-K*
samples. In the D® — KT K~ fit we include an additional component from mis-reconstructed
multibody decays. Because signal plus random pion shapes are fixed to those obtained by
fitting the tagged K sample (Fig.[T), the shape of this additional multibody component is

conveniently extracted from the combined fit to data and is described by

@mbd(m|§mbd) :fmde(m|mD* + Umbd, Ombd; 5mbd7 ’Ymbd)

+(1 — fupa)B(m|mpo + My, bubd, Craba ) -
s0a The total function used to fit the K K* sample is then
Nsig@sig(m|§sig) + kag@bkg(m‘gbkg) + Nuba @b (7| Fenpa )
We observe the following asymmetries in the three tagged samples:

A(rm*) = (—1.86 + 0.23)%,
A(KK")

(—2.32+0.21)%, (7)

A(K*) = (—2.910 & 0.049)%.

605 B. Fit of the untagged sample

o6  In untagged K7 decays no soft pion is associated with the neutral charm meson to form
o7 a D* candidate so there is no identification of its charm or anti-charm content. We infer
s0s the flavor of the neutral charm meson on a statistical basis using the mass resolution of the
s00 tracker and the quasi—flavor-specific nature of neutral charm decays into K7 final states. The
s10 Tole of mass resolution is evident in Fig. B, which shows the distribution of K~7" mass as a
e11 function of K7~ mass for the sample of untagged D° — h*h'~ decays. The cross-shaped
s12 structure at the center of the plot is dominated by K7 decays. In each mass projection
s13 the narrow component of the structure is due to decays where the chosen K7 assignment
s is correct. The broader component is due to decays where the Km assignment is swapped.
s1s In the momentum range of interest, the observed widths of these two components differ by
s16 roughly an order of magnitude. Because of the CKM hierarchy of couplings, approximately

a7 99.6% of neutral charm decays into a K~ 7" final state are from Cabibbo-favored decays
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s1s of D” mesons, with only 0.4% from the doubly-suppressed decays of D’ mesons, and vice
s10 versa for KTn~ decays. Therefore, the narrow (broad) component in the K~7" projection
&0 is dominated by D° (ﬁo) decays. Similarly, the narrow (broad) component in the K*r~
621 projection is dominated by D’ (D) decays.
s2  We extract the asymmetry between charm and anti-charm decays in the untagged sample
623 from a simultaneous binned fit of the K7~ and K~ 7" mass distributions in two independent
s« subsamples. We randomly divide the untagged sample into two independent subsamples,
62 equal in size, whose events were collected in the same data-taking period (“odd” and “even”
62 sample). We arbitrarily choose to reconstruct the K~7" mass for candidates of the odd
ez sample and the K7~ mass for candidates of the even sample. In the odd sample the
es decay D° — K7t is considered “right sign” (RS) because it is reconstructed with proper
620 mass assignment. In the even sample it is considered a “wrong sign” (WS) decay, since it
s30 1S reconstructed with swapped mass assignment. The opposite holds for the D’ = Ktn
a1 decay. The shapes used in the fit are the same for odd and even samples. The fit determines
62 the number of D° — K~7* (RS decays) from the odd sample and the number of D’ —
o3 KT~ (RS decays) from the even sample thus determining the asymmetry. We split the
s34 total untagged sample in half to avoid the need to account for correlations. The reduction
635 in statistical power has little practical effect since half of the untagged Kn decays are still
63 30 (67) times more abundant than the tagged KK~ (7"7~) decays, and the corresponding
s37 statistical uncertainty gives a negligible contribution to the uncertainty of the final result.
The mass shapes used in the combined fit of the untagged sample are extracted from
simulated events and adjusted by fitting the K7 mass distribution in data. All functions
described in the following are properly normalized when used in fits. The mass line shape

of right-sign decays is parameterized using the following analytical expression:
ors (M|Ors) = four 1Y (m|mpo + 61, 1)
+ (1= fO)¥ (m|mpo + 62, 09)]
+ (1 = foux)Z (m|b, c, mpo + 01),
638 where
T (m|b, ¢, ) = "™ W Erfe(c(m — p)),

with Erfe(z) = (2/v/7) [7°e=¥dt. We use the sum of two Gaussians to parameterize the

T

bulk of the distribution. The function 7 (m;b, ¢, ) describes the lower-mass tail due to
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the soft photon emission. The parameter fi,, is the relative contribution of the double
Gaussian. The parameter f; is the fraction of dominant Gaussian, relative to the sum of
the two Gaussians. The parameters d;(5) are possible shifts in mass from the known D°
mass [1]. Because the soft photon emission makes the mass distribution asymmetric, the
means of the Gaussians cannot be assumed to be the same. Therefore mpo is fixed in
the parametrization while d1(2) are determined by the fit. The mass distribution of wrong-
sign decays, pws(m; 5WS), is parameterized using the same functional form used to model
RS decays. The mass distribution of D’ — 777~ decays is modeled using the following

functional form:

Orr (M) = Fou 1% (mlmo + 81, 01)+
(1= f1)¥(m|mo + 02, 02)]
+ fu 7 (mlby, c1,m1)
+ (1 = fou — fr1) 7 (m|by, ca,m3).

s30 The bulk of the distribution is described by two Gaussians. Two tail functions 7 (m; b, ¢, u)
sa0 are added for the low- and high-mass tails due to soft photon emission and incorrect mass
s assignment, respectively. The shifts in mass, d;(), from the empirical value of the mass of 77
s decays assigned the K mass, mg = 1.96736 GeV /c?, are free to vary. The mass distributions
sa3 of the partially reconstructed multibody charm decays and combinatorial background are
s modeled using decreasing exponential functions with coefficients by,p,q and beomp, respectively.

The function used in the fit is then

NRS@RS(m|§RS) + Nwsﬁws(mﬁws)
+ Nﬂﬁpﬂﬁ(m|§;{7r> + Nmbd@mbd(mwmbd)

+ Ncomb §£comb (m | bcomb) .

s where Ngrs, Nws, Nrrx, Nubd, Neomp are the event yields for right-sign decays, wrong-sign
sss decays, DY — 777~ decays, partially reconstructed decays, and combinatorial background,
sa7 TESpectively.

ss  The mass is fit in the range 1.8 < m < 2.4 GeV/c? to avoid the need for modeling most
620 Of the partially reconstructed charm meson decays. The ratio Ngs/Npupa and the parameter

650 bmba are fixed from simulated inclusive D® and D+ decays. The contamination from partially
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es1 reconstructed DT decays is negligible for masses greater that 1.8 GeV/c?. The result of the
es2 fit to the distribution averaged between odd and even samples is shown in Fig. In this
es3 preliminary fit we let vary the number of events in each of the various components, the
ess parameters of the two Gaussians describing the bulk of the D° — h*™h'~ distributions,
ess and the slope of the combinatorial background b, We assume that the small tails are
es6 described accurately enough by the simulation. This preliminary fit is used to extract all

es7 shape parameters that will be fixed in the subsequent combined fit for the asymmetry.

s Odd and even samples are fitted simultaneously using the same shapes for each component
650 to determine the asymmetry of RS decays. Because no asymmetry in D — 7+7~ decays and
sso combinatorial background is expected by construction, we include the following constraints:

661 N;T = NW_F and NT N~

_ + - + - + -
ooy = Neomp- The parameters Ngg, Nig, Nws: Nwss Nopg and N, are

s6a determined by the fit independently in the even and odd samples. Figures [I0 (a) and (b)
se« sShow the fit projections for odd and even samples. Figure[IQ (c) shows the projection of the

s6s simultaneous fit on the asymmetry as a function of the K mass. The observed asymmetry
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0 we consider a few residual sources that can impact the results: approximations in the sup-

s70 pression of detector-induced asymmetries; production asymmetries; contamination from sec-

IX.

The measurement strategy is designed to suppress systematic uncertainties. However,

A(Kn) =

(—0.832 £ 0.033)%.

SYSTEMATIC UNCERTAINTIES
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ondary D mesons; assumptions and approximations in fits, which include specific choice of
analytic shapes, differences between distributions associated with charm and anti-charm
decays, and contamination from unaccounted backgrounds; and, finally, assumptions and

limitations of kinematic reweighting.

Most of the systematic uncertainties are evaluated by modifying the fit functions to
include systematic variations and repeating the fits to data. The differences between results
of modified fits and the central one are used as systematic uncertainties. This usually
overestimates the observed size of systematic uncertainties, which include an additional
statistical component. However, the additional uncertainty is negligible, given the size of the
event samples involved. Sources of systematic uncertainty are detailed below. A summary

of the most significant uncertainties is given in Table [Tl

A. Approximations in the suppression of detector-induced effects

We check the reliability of the cancellation of all detector-induced asymmetries on sim-
ulated samples as described in Appendix [Bl The analysis is repeated on several statistical
ensembles in which we introduce known CP-violating asymmetries in the D° — h+h()-
decays and instrumental effects (asymmetric reconstruction efficiency for positive and neg-
ative soft pions and kaons) dependent on a number of kinematic variables (e.g., transverse
momentum). These studies constrain the size of residual instrumental effects that might not
be fully cancelled by our method of linear subtraction of asymmetries. They also assess the
impact of possible correlations between reconstruction efficiencies of D° decay-products and
the soft pion, which are assumed negligible in the analysis. We further check this assump-
tion on data by searching for any variation of the observed asymmetry as a function of the

proximity between the soft pion and the charm meson trajectories. No variation is found.

Using the results obtained with realistic values for the simulated effects, we assess a
AAcp(hh) = 0.009% uncertainty. This corresponds to the maximum shift, increased by
one standard deviation, observed in the results, for true C'P-violating asymmetries in input

ranging from —5% to +5%.
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es B. Production asymmetries

600 Charm production in high-energy pp collisions is dominated by C'P-conserving c¢ produc-
700 tion through the strong interaction. No production asymmetries are expected by integrating
70 over the whole phase space. However, the CDF acceptance covers a limited region of the
72 phase space, where CP conservation may not be exactly realized. Correlations with the
703 pp initial state may induce pseudorapidity—dependent asymmetries between the number of
704 produced charm and anti-charm (or positive— and negative—charged) mesons. These asym-
705 metries are constrained by CP conservation to change sign for opposite values of . The net

706 effect is expected to vanish if the pseudorapidity distribution of the sample is symmetric.

77 To set an upper limit to the possible effect of small residual 1 asymmetries of the samples
708 used in this analysis, we repeat the fits enforcing a perfect n symmetry by reweighting.
19 We observe variations of AAcp(KK) = 0.03% and AAgp(nm) = 0.04% between the fit
70 results obtained with and without re-weighting. We take these small differences as an
1 estimate of the size of possible residual effects. The cancellation of production asymmetries
712 achieved in pp collisions (an initial CP-symmetric state) recorded with a polar-symmetric
713 detector provide a significant advantage in high-precision C'P-violation measurements over

712 experiments conducted in pp collisions.

715 C. Contamination of D mesons from B decays

76 A contamination of charm mesons produced in b-hadron decays could bias the results.
7z Violation of CP symmetry in b-hadron decays may result in asymmetric production of
718 charm and anti-charm mesons. This may be large for a single exclusive mode, but the
no effect is expected to vanish for inclusive B — D°X decays [27]. However, we use the impact
720 parameter distribution of DY mesons to statistically separate primary and secondary mesons
1 and assign a systematic uncertainty. Here, by “secondary” we mean any D° originating from
72 the decay of any b hadron regardless of the particular decay chain involved. In particular

73 we do not distinguish whether the D° meson is coming from a D** or not.

24 If fgis the fraction of secondary D mesons in a given sample, the corresponding observed

75 asymmetry A can be written as a linear combination of the asymmetries for primary and
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726 secondary D° mesons:
A = fgA(D® secondary) + (1 — fg)A(D° primary). 9)

77 The asymmetry observed for secondary D° mesons can be expressed, to first order, as the
76 sum of the asymmetry you would observe for a primary D° sample, plus a possible CP-

70 violating asymmetry in inclusive B — DX decays,
A(D° sec.) = Agp(B — D°X) + A(D° prim.). (10)
70 Hence, combining Eq. (@) and Eq. ({I0), the asymmetry observed in each sample is given by
A= fgAcp(B — D°X) + A(D° primary). (11)

731 Because the fraction of secondary D mesons is independent of their decay mode, we assume
m fp(nm*) = fp(KK*) = fp(K7*). The contribution of CP violation in b-hadron decays to

713 the final asymmetries is written as
A(hh) = fe(Km)Acp(B — D°X) + Acp(D° — hh), (12)

74 where fp is estimated in the untagged K~ 7" sample because the two terms arising from
7 the tagged components cancel in the subtraction provided by Eq. (6)). In this analysis, the
737 contamination from secondary D decays is reduced by requiring the impact parameter of
s the DO candidate, do(DP), not to exceed 100 pm. The fraction fp of residual D° mesons
730 originating from B decays has been determined by fitting the distribution of the impact
o parameter of untagged DY — K~71 decays selected within 424 MeV/c? of the known D°
1 mass [1]. We use two Gaussian distributions to model the narrow peak from primary D°
72 mesons and a binned histogram, extracted from a simulated sample of inclusive B — D°X
23 decays, to model the secondary component. Figure [Tl shows the data with the fit projection
s overlaid. A residual contamination of 16.6% of B — DX decays with impact parameter
s lower than 100 pm is estimated. To constrain the size of the effect from Agp(B — D°X)
s we repeat the analysis inverting the impact parameter selection, namely requiring do(D°) >
727 100 pm. This selects an almost pure sample of D° — K~n" decays from B decays (fz = 1).
us We reconstruct about 900 000 decays with an asymmetry, A(K7) = (—0.647 + 0.172)%,
79 consistent with (—0.832 £ 0.033)%, the value used in our measurement. Using Eq. (I0)
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plot with data and fit projections overlaid uses a logarithmic scale vertically. Bottom plot shows

fractional difference between data and the fit on a linear scale.

750 we write the difference between the above asymmetry and the asymmetry observed in the

s central analysis (Eq. (I2)), A(dy > 100 pm) — A(dy < 100 pm), as

(1— fg)Acp(B — D°X) = (—0.18 £ 0.17)%.

(13)

s Using fp = 16.6% we obtain Agp(B — D°X) = (—0.21 4+ 0.20)% showing that no evidence

7 for a bias induced by secondary D° mesons is present. Based on Eq. (I2), we assign a

75 conservative systematic uncertainty evaluated as fgAcp(B — DX) = fg/(1 — fp)A =

755 0.034%, where fp equals 16.6% and A corresponds to the 0.17% standard deviation of the

76 difference in Eq. (I3).
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7 D. Assumptions in the fits of tagged samples

758 1. Shapes of fit functions

70 The mass shape extracted from simulation has been adjusted using data for a more
70 accurate description of the observed signal shape. A systematic uncertainty is associated
71 with the finite accuracy of this tuning and covers the effect of possible mis-modeling of the

72 shapes of the fit components.

o 2507 | 7
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g E = Anti-tuning E
< 1sf ]
1- ]
0.5 ]
0 Ll _--;‘j «" L 4:;_; ]
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. Invariant DOTrs—mass [GeV/c?]

764 FIG. 12. Shape of D'm, mass as extracted from simulation without tuning, with data tuning and

765 with anti-data tuning.

w6 Figure [[2 shows a comparison between the shape extracted from the simulation and the
77 templates used in the fit after the tuning. It also shows an additional template, named
s “anti-tuned”, where the corrections that adjust the simulation to data have been inverted.
0 If f(m) is the template tuned on data, and g(m) is the template extracted from the sim-
70 ulation, the anti-tuned template is constructed as h(m) = 2f(m) — g(m). We repeat the
71 measurement using the templates extracted from the simulation without any tuning, and
72 those corresponding to the anti-tuning. The maximum variations from the central fit results,
s AAcp(mtn™) = 0.009% and AAcp(KTK ™) = 0.058%, are assigned as systematic uncertain-

7 ties. The larger effect observed in the DY — KK~ case comes from the additional degrees
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775 of freedom introduced in the fit by the multibody-decays component.

7 In addition, we perform a cross-check of the shape used for the background of real D°
777 mesons associated with random tracks. In the analysis, the shape parameters of D° — h*h~
7s fits are constrained to the values obtained in the higher-statistics tagged D° — K7t
79 sample. If the parameters are left floating in the fit, only a negligible variation on the final

70 result (< 0.003%) is observed.

781 2. Charge-dependent mass distributions

72 We observe small differences between distributions of D%, mass for positive and negative
783 D* candidates. These are ascribed to possible differences in tracking resolutions between
78« low-momentum positive and negative particles. Such differences may impact our results
785 at first order and would not be corrected by our subtraction method. To determine a
786 Systematic uncertainty, we repeat the fit in several configurations where various combinations
7 of signal and background parameters are independently determined for positive and negative
s D* candidates. The largest effects are observed by leaving the background shapes to vary
79 independently and constraining the parameter d; of the Johnson function to be the same [25].
790 The values of the shape parameters in D° — h*h~ fits are always fixed to the ones obtained
701 from the D° — K~7F sample. The maximum variations with respect to the central fits,

190 AAcp(rTn™) = 0.088% and AAcp(K+TK ™) = 0.027%, are used as systematic uncertainties.

793 3. Asymmetries from residual backgrounds

7« A further source of systematic uncertainty is the approximations used in the subtraction
795 of physics backgrounds. In the K™K~ sample we fit any residual background contribution,
796 hence this uncertainty is absorbed in the statistical one. However, in the 7#t7~ and K7™
797 cases we assume the residual backgrounds to be negligible. Using simulation we estimate that
8 a 0.22% and 0.77% contamination from physics backgrounds enters the 424 MeV/c? wn~
790 and K~ 7t signal range, respectively. The contamination in the 777~ sample is dominated
soo by the high mass tail of the D° — K~7t signal. The asymmetry of this contamination is
s determined from a fit of the tagged K~ 7" sample. The contamination of the K~ 7" sample

s2 is dominated by the tail from partially reconstructed D° decays. The fit of the tagged
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ss KT K~ sample provides an estimate of the asymmetry of this contamination. In both cases
4 We assign a systematic uncertainty that is the product of the contaminating fraction times
sos the additional asymmetry of the contaminant. This yields a maximum effect of 0.005% on

s0s the measured asymmetries for both D° — 7#F7~ and D° — K+ K~ cases.

g7 K. Assumptions in the fits of untagged samples

808 1. Shapes of fit functions

g0 We follow the same strategy used for the tagged case to assign the systematic uncertainty

s10 associated with possible mis-modeling of the shapes in fits of the untagged sample.

@ 0250 W 005
[ [ o [ [
3 L (a) N e Simulation 3 (b) """ Simulation
E 0_2; — Tuned on data { % 0_04} — Tuned on data {
= F Anti-tuning = 7\ Anti-tuning
£ r 1 2 A
< 01s[ 1 < o03f .
01 . 0.02 .
0.05[ ; 0.01f ;
L S SN ] A R A
9.8 1.85 1.9 1.95 9.8 1.9 2 21 2.2
611 Invariant Kremass [GeV/c?] Invariant Kremass [GeV/c?]
o 008 : S —
< L
2 (C) . Simulation
% r i — Tuned on data
% 0.06 j Anti-tuning B
<
0.04 -
0.021- .

S Lo
0819 2 21 2.2

812 Invariant Kt-mass [GeV/c?]

a3 FIG. 13. Shapes of K7 T mass from simulation without tuning, with data tuning, and with

a1 anti-data tuning for (a) right-sign and (b) wrong-sign K*7F decays, and for (c) 7¥7~ decays.

-

ais  Figure[l3shows the comparison between templates extracted from the simulation without

s16 any tuning, those tuned to data (and used in the central fit), and the anti-tuned ones. We

=
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si7 repeat the fit using the templates from simulation and the anti-tuned ones. The maximum

s1s variation from the central fit, AA(K7) = 0.005%, is used as the systematic uncertainty.

819 2. Charge-dependent mass distributions

g0  In the untagged case we expect the mass shapes of all components to be the same for
g2 charm and anti-charm samples. However, we repeat the simultaneous fit under different
g2 assumptions to assign the systematic uncertainty associated with possible residual differ-
g3 ences. The parameters of the Gaussian distributions used to model the bulk of the mass
g4 distributions are left free to vary independently for the charm and anti-charm samples, and
s2s separately for the right-sign, wrong-sign, and D — 77~ components. We assume no dif-
s26 ference between mass distributions of combinatorial background and partially reconstructed
g7 decays. The differences between estimated shape parameters in charm and anti-charm sam-
g2 ples do not exceed 30, showing compatibility between the shapes. A systematic uncertainty
s20 of 0.044% is obtained by summing in quadrature the shifts from the central values of the

g0 estimated asymmetries in the three different cases.

831 3. Asymmetries from residual physics backgrounds

g2 In the measurement of the asymmetry of Cabibbo-favored D° — K~7T decays, we
g3 neglect the contribution from the small, but irreducible, component of doubly-Cabibbo-
s34 suppressed (DCS) D — KTn~ decays. Large CP violation in DCS decays may bias the
s charge asymmetry we attribute to D° — K7+ decays. We assign a systematic uncertainty
s36 corresponding to fposAcp(D° — K1) = fpesA = 0.013%, where fpcs = 0.39% is the
g7 known [1] fraction of DCS decays with respect to Cabibbo-favored decays and A = 2.2%
s38 corresponds to one standard deviation of the current measured limit on the C'P-violating
g9 asymmetry Aop(D° — K¥77) as reported in Ref. [1].

s0  In the central fit for the untagged D° — K~7T sample, no asymmetry in D — 777~ de-
sa1 cays or combinatorial background is included, as expected by the way the untagged sample
s2 is defined. We confirm the validity of this choice by fitting the asymmetry with indepen-
sz dent parameters for these two shapes in the charm and anti-charm samples. The result

saa corresponds to a AA(K7) = 0.011% variation from the central fit.

42



845 F. Limitations of kinematic reweighting

sas  The tagged event samples are reweighted after subtracting the background, sampled in
s signal mass sidebands. We constrain the size of possible residual systematic uncertainties
s by Tepeating the fit of tagged DY — hTh™ after a reweighting without any sideband sub-
sa0 traction. The variation in observed asymmetries is found to be negligible with respect to
sso other systematic uncertainties.

ss1  In reweighting the untagged sample we do not subtract the background. The signal
ss2 distributions are extracted by selecting a mass region corresponding approximately to a
g3 cross-shaped window of 430 in the two-dimensional space (M (K n~), M(K~n")). To
ss4 assign a systematic uncertainty we extract the signal distributions and reweight the data
ss using a smaller cross-shaped region of +20 (i.e. within 16 MeV/c? from the nominal D°
gss mass). The background contamination decreases from 6% to 4%. We repeat the analysis
es7 and find A(K7) = (—0.831 £ 0.033)% corresponding to a variation from the central fit of

sss < 0.001%, thus negligible with respect to other systematic uncertainties.

859 G. Total systematic uncertainty

se0  Table[[Ill summarizes the most significant systematic uncertainties considered in the mea-
ss1 surement. Assuming them independent and summing in quadrature, we obtain a total sys-
sz tematic uncertainty of 0.11% on the observed CP-violating asymmetry of D° — 7+7~ de-
s cays and 0.09% in D° — K+ K~ decays. Their sizes are approximately half of the statistical

ge4 UNcertainties.

ss X. FINAL RESULT

Using the observed asymmetries from Eqs. (7) and (8) in the relationships of Eq. (B), we
determine the time-integrated CP-violating asymmetries in D° — 7t7~ and D° — KT K~

decays to be

Acp(rtn™) = (+0.22 £ 0.24 (stat) £ 0.11 (syst)) %
Acp(KTK™) = (—0.24 £ 0.22 (stat) £ 0.09 (syst))%,
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TABLE III. Summary of most significant systematic uncertainties. The uncertainties reported for
the last three sources result from the sum in quadrature of the contributions in the tagged and

untagged fits.

Source Acp(rntn™) [%] Acp(KTK™) [%]
Approximations in the suppression of detector-induced effects 0.009 0.009
Production asymmetries 0.040 0.030
Contamination of secondary D mesons 0.034 0.034
Shapes assumed in fits 0.010 0.058
Charge-dependent mass distributions 0.098 0.052
Asymmetries from residual backgrounds 0.014 0.014
Limitations of sample reweighting < 0.001 < 0.001
Total 0.113 0.092

ses corresponding to CP conservation in the time-evolution of these decays. These are the most
g7 precise determinations of these quantities to date, and significantly improve the world’s

ses average values. The results are also in agreement with theory predictions [28; 29].

=

so A useful comparison with results from other experiments is achieved by expressing the

s0 observed asymmetry as a linear combination (Eq. ) of a direct component, A%, and an

J

sn indirect component, A4 through a coefficient that is the mean proper decay time of charm

J

g2 mesons in the data sample. The direct component corresponds to a difference in width

g3 between charm and anti-charm decays into the same final state. The indirect component

J

gz is due to the probability for a charm meson to oscillate into an anti-charm meson being
a6 different from the probability for an anti-charm meson to oscillate into a charm meson.

sz The decay time of each D meson, t, is determined as

ny mpo
Ty

c( V)T_ c pr

t =

s where (07)r = pr/mpo is the transverse Lorentz factor. This is an unbiased estimate of
g9 the actual decay time only for primary charmed mesons. For secondary charm, the decay
sso time of the parent B meson should be subtracted. The mean decay times of our signals are
sa1 determined from a fit to the proper decay time distribution of sideband-subtracted tagged

s> decays (Fig. [[4). The fit includes components for primary and secondary D mesons, whose
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ss3 shapes are modeled from simulation. The simulation is used to extract the information on
s« the mean decay time of secondary charmed decays, using the known true decay time. The
gss proportions between primary and secondary are also determined from this fit and are con-
sss sistent with results of the fit to the D® impact parameter in data (Sec. [XC). We determine
ss7 2 mean decay time of 2.40 4= 0.03 and 2.65 & 0.03, in units of D° lifetime, for D° — 77~
ses and DY — KK~ decays, respectively. The uncertainty is the sum in quadrature of sta-
ss0 tistical and systematic contributions. The small difference in the two samples is caused by
so0 the slightly different kinematic distributions of the two decays, which impacts their trigger
g1 acceptance.

s Bach of our measurements defines a band in the (A% A4L) plane with slope — (¢) /7
s03 (Eq. (). The same holds for BABAR and Belle measurements, with slope —1 [9, 10}, due to
s+ Unbiased acceptance in decay time. The results of this measurement and the most recent B-
sos factories’ results are shown in Fig. I8, which displays their relationship. The bands represent
sos =10 uncertainties and show that all measurements are compatible with C'P conservation (ori-
so7 gin in the two-dimensional plane). The results of the three experiments can be combined as-
ss suming Gaussian uncertainties. We construct combined confidence regions in the (AZ4 AUL)
s00 plane, denoted with 68% and 95% confidence level ellipses. The corresponding values for the
o0 asymmetries are AGL(DY — 7tr~) = (0.04 + 0.69)%, ABY(D° — 7tr~) = (0.08 &+ 0.34)%,
o AUL(DY — KTK~) = (—0.24£0.41)%, and AZL(D° — K+ K~) = (0.00 4 0.20)%, in which

o2 the uncertainties represent one-dimensional 68% confidence level intervals.

w3 A. CP violation from mixing only

Assuming negligible direct CP violation in both decay modes, the observed asymmetry

1nd

is only due to mixing, Agp(hTh™) = A%S (t) /7, yielding

A (n ™) = (40.09 £ 0.10 (stat) & 0.05 (syst))%
AZNKTK™) = (—0.09 £ 0.08 (stat) £ 0.03 (syst))%.

o4 Assuming that no large weak phases from non-SM contributions appear in the decay am-
oos plitudes, A% is independent of the final state. Therefore the two measurements can be

s averaged, assuming correlated systematic uncertainties, to obtain a precise determination of
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the three measurements with one-dimensional 68% confidence level uncertainties.

sz CP violation in charm mixing;:

AZN(D") = (—0.01 £ 0.06 (stat) & 0.04 (syst))%.

47



o8 This corresponds to the following upper limits on CP violation in charm mixing:
|Aig§(D0)\ < 0.13 (0.16)% at the 90 (95)% C.L.

w0 The bias toward longer-lived decays of the CDF sample offers a significant advantage over

a0 B-factories in sensitivity to the time-dependent component, as shown in Figs. [I6l (a), (c).

o11 B. Direct CP violation only

o2 Assuming that CP symmetry is conserved in charm mixing, our results are readily com-
o3 parable to measurements obtained at B-factories; Agp(ntn~) = (0.43 £+ 0.52 (stat) +
o 0.12 (syst))% and Agp(KTK™) = (—0.43 £+ 0.30 (stat) £ 0.11 (syst))% from Belle, and
as Acp(ntn™) = (—0.24+0.52 (stat) +0.22 (syst))% and Agp(KTK ) = (0.00+0.34 (stat) +
a6 0.13 (syst))% from BABAR (Figs. [I6] (b)-(d)). The CDF result is the world’s most precise.

017 C. Difference of asymmetries

A useful comparison with theory predictions is achieved by calculating the difference be-
tween the asymmetries observed in the D — KTK~ and D° — 77~ decays (AAcp). Since
the difference in decay-time acceptance is small, A(t)/7 = 0.26 &+ 0.01, most of the indirect
CP-violating asymmetry cancels in the subtraction, assuming that no large CP-violating
phases from non-SM contributions enter the decay amplitudes. Hence AAsp approximates
the difference in direct CP-violating asymmetries of the two decays. Using the observed

asymmetries from Eq. (), we determine

AACP :ACP(K+K_) — ACP(W+7T_)
=AAS: + ABIA() /7
=A(KK*) — A(mm™)
=(—0.46 £ 0.31 (stat) £ 0.12 (syst)) %.

as The systematic uncertainty is dominated by the 0.12% uncertainty from the shapes as-
a9 sumed in the mass fits, and their possible dependence on the charge of the D* meson. This
o0 18 determined by combining the difference of shifts observed in Secs. XDl and IXD 2] in-
o1 cluding correlations: (0.058 —0.009)% = 0.049% and (—0.027 — 0.088)% = 0.115%. Smaller
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FIG. 17. Difference between direct CP-violating asymmetries in the K+ K~ and 77~ final states
as a function of the indirect asymmetry. Belle and BABAR measurements are also reported for
comparison. The point with error bars denotes the central value of the combination of the three

measurements with one-dimensional 68% confidence level uncertainties.

contributions include a 0.009% from the finite precision associated to the suppression of
detector-induced effects (Sec. [X'Al), and a 0.005% due to the 0.22% background we ignore
under the D° — 77~ signal (SecIXD3). The effects of production asymmetries and

contamination from secondary charm decays cancel in the difference.

We see no evidence of a difference in CP violation between D° — KTK~ and D° — 7Fm~
decays. Figure [T shows the difference in direct asymmetry (AAYL) as a function of the
indirect asymmetry compared with experimental results from BABAR and Belle |9, [10].
The bands represent 10 uncertainties. The measurements, combined assuming Gaussian
uncertainties, provide 68% and 95% confidence level regions in the (AA%L And) plane,
denoted with ellipses. The corresponding values for the asymmetries are AA%YL, = (—0.37 &

0.45)%, And = (—0.35 & 2.15)%.
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s XI. SUMMARY

es  In summary, we report the results of the most sensitive search for CP violation in singly-
o3 Cabibbo-suppressed D — 7fn~ and D° — KTK~ decays. We reconstruct signals of
o7 O(10°) D*~tagged decays in an event sample of pp collision data corresponding to approxi-
o mately 5.9 fb~! of integrated luminosity collected by a trigger on displaced tracks. A fully
a9 data-driven method to cancel instrumental effects provides effective suppression of system-
w0 atic uncertainties to the 0.1% level, approximately half the magnitude of the statistical
a1 uncertainties.

s We find no evidence of CP violation and measure Acp(D° — 7n7) = (+0.22 +
o3 0.24 (stat) £0.11 (syst))% and Acp(D® — KTK~) = (—0.24 £ 0.22 (stat) & 0.09 (syst))%.
us These are the most precise determinations from a single experiment to date, and supersede
os the corresponding results of Ref. [16]. The average decay times of the charmed mesons used
as in these measurements are 2.40 # 0.03 units of DO lifetime in the D° — 7F7~ sample and
o7 2.65 £ 0.03 units of DY lifetime in the DY — K+ K~ sample. Assuming negligible CP viola-
as tion in D* — 777~ and D° — K™K~ decay widths (direct CP violation), the above results,
s9 combined with the high-valued average proper decay time of the charmed mesons in our sam-
o0 ple, provide a stringent general constraint on CP violation in D mixing, |A%d(D)| < 0.13%
o1 at the 90% confidence level. The results probe significant regions of the parameter space
o2 of charm phenomenology where discrimination between SM and non-SM dynamics becomes

953 possible [30].
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967 Appendix A: Method to suppress detector asymmetries

s A mathematical derivation of the concepts described in Sec. [V] follows. We measure the
swo C'P—violating asymmetry by determining the asymmetry between number of detected parti-
or0 cles of opposite charm content A = (Ny—N_)/(N;+N_), where N; and N_ are the number
o1 of D? and D° decays found in three different data samples: D*-tagged D° — hTh~ decays
or2 (or simply hh*), D*-tagged D° — K~nt decays (K7*) and untagged D° — K~ decays
o3 (Km). We show that the combination of asymmetries measured in these three samples yields
o an unbiased estimate of the physical value of Agp with a high degree of suppression of sys-
s tematic uncertainties coming from detector asymmetries. In the discussion we always refer
o to the true values of kinematical variables of particles. The measured quantities, affected
o7 by experimental uncertainties, play no role here since we are only interested in counting

o8 particles and all detection efficiencies are assumed to be dependent on true quantities only.

ov 1. D*-tagged D° — hth~

Assuming factorization of efficiencies for reconstructing the neutral charmed meson and

the soft pion, we write

N,

A\ ZT*BEW /dp*dpsdpthdph,O*j:(p*)B}j;h

X phi (Dt s Ph—s Ds | Dx)Enn(Dn+» Dr—)€sx(Ps),

where N* is the total number of D** and D*~ mesons; p., ps, Pn+, Pn— are the three-momenta
of the D*, soft w, h*t, and h™, respectively; p,y and p,_ are the densities in phase space of D**
and D*~ mesons (function of the production cross sections and experimental acceptances
and efficiencies); ppp+ is the density in phase space of the soft pion and ATh™ pair from
D° decay; B;, and Bj, are the branching fractions of D° — h*th~ and D° — hTh~;

B}, is the branching fraction of D** — D%* and D*~ — D%t~ assumed to be charge-
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symmetric; €5, is the detection efficiency of the h*h~ pair from the D° decay; and e,
and £, are the detection efficiencies of the positive and negative soft pion, respectively.
Conservation of four-momenta is implicitly assumed in all densities. Densities are normalized
as [ dp.p.s(ps) =1 = [ dpsdpn+dpn-prn-(p+, Pa-, ps|p«) for each p,.. The difference between

event yields is therefore
N, _,
Ny —N_ ZTBDW /dp*dpsdph+dph
X Phi (Pt s Phes Ds | P« )Enn(Ph+ Ph-)
X APst (D) Byt (Ps) = puc (D) By (ps)}

N.

:7*BB,T /dp*dpsdpm dpn-enn(pn+» Pr-)

X prns (Dt Pa= s Ps | D) s (D) Brn s (ps)
X [(1+0pi(p.)) (1 + Acp) (1 + 0e4(ps))
— (L= 0dp.(ps)) (1 = Acp) (1 = de4(ps))];
where we have defined the following additional quantities: p, = (1/2) (pss + ps_), 0px =

(Pet=pue) [ (Px+ps=)s Brn = (1/2)(Byly+By), Acp = Acp(hh) = (By,— Byy) [ (By+ Biy).
es = (1/2)(es4 +e5-), and des = (654 — €5—) (€54 + €5— ). Expanding the products we obtain

N+ — N_ :N*B*Dthh /dp*dpsdph+dphp*(p*)gs(ps>

X Phis (Prt s Ph—s Ds | Dw)Enn(Pat, Pr-)
x [Acp + 0pa(ps) + e5(ps)
+ Acpop.(ps)des(ps)]-
Since the CP symmetry of the pp initial state ensures that dp.(p.) = —dp«(—ps«), the second

and fourth term in brackets vanish when integrated over a p, domain symmetric in 7. In a

similar way we obtain
N_|_ + N_ :N*B*Dthh /dp*dpsdph+dphp*(p*)é?s(ps)

X Pune (Dt Ph» Ps | P« )Enn(Prt, Pr-)
X []- + AC’P(Sgs(ps)AC’P(Sp*(p*)

+ 553(]95)5/)* (p*)]
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0 The second term in brackets is small with respect to Agp and can be neglected, while the
oa1 third and fourth terms vanish once integrated over a p, domain symmetric in 7. Hence the

2 Observed asymmetry is written as

A(hh*> = H " = A (h+h_)+/d hhh*( )5 ( ) here (Al)
N N+ + N_ % Psllg \Ps)O0Es\Ps ), WHET
B () = Jdp.dpp+dpn-p.(ps) prns P+, Pa- Ps | s )enn(Pnt s Pr-)€s(Ds) (A2

 [dp.dpp+dpy-dpsp. (<) pre (Pt s Pr—s Ds | Px)enn(Da+ Pi- )es(Ds)

o83 is the normalized density in phase space of the soft pion for the events included in our

oesa SamMple.

s 2. D*tagged D' —» K7t

Assuming factorization of efficiencies for reconstructing the neutral charmed meson and

the soft pion, we write

N.

Ny =—=Bp, / dp.dp,dp-dpx pos () Bic

X prcar (Dic, Py Ps | P )E kst (P, D )Es+ (Ds) s

where p, and px are the three-momenta of the pion and kaon, pj . is the density in phase
space of the soft pion and K7 pair from the D® decay, B and By, are the branching frac-
tions of DY — K~7%t and D° — K*7n~, and ex_,; and ex,._ are the detection efficiencies

of the K~7t and K+7~ pairs from D° and D° decay. The difference between charm and

o4



anti-charm event yields is written as

N, _,
N+ — N_ ZTBDW /dp*dpsdpwdepKﬂ’* (pKapﬂ’aps |p*)

X [pes (P4) Bere i —n+ (Pic, Pr) €5+ (Ps)
— e (D) B r€kn—(Pi, Pr)€s—(Ps)]

N,

ZT*B*DWBKW /dp*dpsdpnde/)* (p*)gs (ps>

X prcr(Pic Py Ds | )Ekcx (Prcs Pr)

% {(1+ 3p.(p.)) (1 + Acp)

X (14 dex(prc, pr)) (1 + 0e4(ps))
— (1= dp:(p))(1 — Acp)

X (1 = degn(pr, pr)) (1 — 0e5(ps)) },

where we have defined the following additional quantities: B, = (1/2)(Bj.+Bx.), Acp =
ACP(K7T> = (B;W_BI_(W)/(Bltn"i_B[_ﬁr)a EKm = (1/2)(6K—7r++6K+7r—>7 and degr = (5K—7r+_
Extn-)/(Ek—nt + Ex+r). Expanding the products and observing that all terms in dp,(ps)

vanish upon integration over a symmetric p, domain, we obtain

N_|_ — N_ :N*BET‘-BKT( /dp*dpsdpwdep*(p*)gs(ps)
X PKr* (pKapmps | p*)EKw(pKapw)

X {ACP + 56K7r(pK7p7r) + 658(]95) + .. .},

where we have neglected one term of order Agpd?. Similarly,

N+ + N_ :N*B*DT(BKT( /dp*dpsdpﬂdep*(p*)gs(ps)

X pKﬂ*(pKvpﬂvps |p*)€K7r(pK7p7r)
X [1+ Acpdekr(px,pr) + Acpoes(ps)

+ 55K7T(p1<, pw)éfs (pS)]'

o If we neglect all terms of order Agpd and 6%, we finally obtain
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N, — N_\ 57 ) )
A(Kr) = (*—) Aop(Kr) + / Apeh ™ (e, )02 1 (b pe) + / dpoh ™ (p2)o2s (1),
(A3)

_ fdp*dpsp* (p*)/)Kw* (pKv Prs Ds | p*)ng(pKa pﬂ>5s(ps>
[ dp.dpdpkdpsp.(p<) picas (Dics Prs Ds | D)€k (Dics Pr)Es(Ps)
(A4)

*

where hﬁﬂ (pK s Pr)

o7 and hE™ (p,) (the K7 analogous to h" (p,) in Eq.[A2) are the normalized densities in phase

a8 space of m, K and soft m, respectively, for the events included in our sample.

% 3. Untagged D" —» K7t

In this case

N,
N, =" / dpodprdprpos (o) B

X p(l)ﬁr(pK7p7r | pO)gK:FW:I:(pK>p7r)

N,
N, — N_ ZTOBKw/dPOdpﬂde

X po(P0) Per (Prcs P | P0)EKr (DK, D)
X {(1+0po(po))(L+ Acp)(1 + dekr(PK, Pr))
— (1= 0po(po))(1 — Acp)(1 = bekn(pr, px))}

where we have defined the following quantities pg = (1/2) (por + po—) and dpy = (pos —
po—)/(pos + po_). Assuming n symmetry of the py integration region,

Ny = N =NoBics [ doudpadprcon() i (o s | )
X exx (P, pr)[Acr — ek (P, Pr)]-
Similarly we obtain
Ny 4 No=NoBrco | dpndpedprconlio) i (orc x| )
X exr(Prs pr)[1 + Acpdekr (P, Pr)l,
oo and neglecting the second term in brackets,

o6



N, - N_ K
N+7) = Aep(K 7)) + /dpwdehﬁﬁi(pK,pw)deKn(pK,pn),Where
L+ N_

hgﬂ—(pK p ) _ fdpopo(po)P(f](n(pK,pn |p0)5K7r(pKap7r) (A5)
" 7 f dpodpwdepo(po)P%w(pK y Pre |p0)€K7r(pK,Pn)

A(Kr) = (

o1 is the normalized density in phase space of the K7 system in the events included in our

992 sample.

903 4. Combining the asymmetries

ws By combining the asymmetries measured in the three event samples we obtain

A(hh*)—A(K7") + A(KT) = Acp(hh™) + / dpeh™ (p.)3e(ps)
— Aop(K~7T) — /dedpwhﬁ*(pK,pw)éam(pK,pw) —/dpshf”*(ps)éas(ps)
+ AC’P(K_W+) + /dedpﬂhgg(pIOpﬂ)éwa(pKapw) - AC’P(h+h_)a (A6)

os where we assumed hE™ (p,) = A" (p,), and hE™ (pr,pz) = hE"(px,px). The last two
06 equalities are enforced by appropriate kinematic reweighing of the event samples. We need to
o7 equalize distributions with respect to the true momenta while we only access the distributions
es With respect to the measured momenta. Hence the assumption that event samples that have
909 the same distribution with respect to the measured quantities also have the same distribution
w0 with respect to the true quantities is needed.

wn  The mathematical derivation shows that for small enough physics and detector-induced
002 asymmetries, the linear combination of the observed asymmetries used in this measure-
w03 ment achieves an accurate cancellation of the instrumental effects with minimal impact on

1004 Systematic uncertainties.

1005 Appendix B: Monte Carlo test of the analysis technique

wes  We tested the suppression of instrumental effects by repeating the analysis in simulated
w07 samples in which known instrumental and physics asymmetries were introduced. Many

wos different configurations for the input asymmetries were tested, covering a rather extended
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FIG. 18. Curves corresponding to simulated ratios of efficiencies for reconstructing positive versus

negative pions as a function of transverse momentum.

range, to ensure the reliability of the method independently of their actual size in our data.
For each configuration, O(10°) decays were simulated to reach the desired 0.1% sensitivity.
Only the D — 777~ sample was tested although the results are valid for the D° — K+ K~

case as well.

We test cancellation of instrumental effects arising from different reconstruction efficien-
cies between positive and negative particles, which in general depend on the particle species
and momentum. Furthermore, the reliability of the suppression should not depend on the

actual size of CP violation in D° — K~7* and D' — 77~ decays.

We repeated the measurement on statistical ensembles where the above effects are known
and arbitrarily varied using a combination of event-specific weights applied to the true values
of simulated quantities. Each ensemble consists of approximately one thousand trials. We
compare the resulting observed asymmetry A%5(77) to the one given in input, A% (7 F77),
by inspecting the distribution of the residual, AAcp(rm) = ABS(rT7~) — Alde(r 7).

We first investigate the individual impact of each effect. We scan the value of a single

input parameter across a range that covers larger variations than expected in data and as-

sume all other effects are zero. First a pr-dependent function that represents the dependence

1025 observed in data (see Fig. []) is used to parameterize the soft pion reconstruction efficiency

o8



w6 ratio as e(nt)/e(n™) = Erf (1.5 - pr + A), where pr is in GeV/c and various values of the
w027 constant A have been tested so that the efficiency ratio at 0.4 GeV/c spans the 0.6-1 GeV/c
126 range as shown in Fig. [[8 Then, the kaon reconstruction efficiency ratio e(K~)/e(K™) is
1020 varied similarly in the 0.6-1 GeV/c range. Finally, a range —10% < Agp < 10% is tested

1030 for the physical CP-violating asymmetry in D° — K~7t and D° — 7t7~ decays.

w1 The results are shown in Fig. (empty dots). The cancellation of instrumental asym-
1032 metries is realized at the sub-per mil level even with input effects of size much larger than

1033 expected in data.

s Figure (filled dots) shows the results of a more complete test in which other ef-
03 fects are simulated, in addition to the quantities varied in the single input parameter
103 scan: a pp-dependent relative efficiency e(nt)/e(n™), corresponding to 0.8 at 0.4 GeV/e,
i €(K7)/e(KT) = 98%, Acp(Km) = 0.8% and Agp(nm) = 1.1%. Larger variations of the
w3 residual are observed with respect to the previous case. This is expected because mixed
103 higher-order terms corresponding to the product of different effects are not canceled and

1040 become relevant.

wa  Finally we tested one case with more realistic values for the input effects. The pr depen-
a2 dence of e(71) /e(m™) is extracted from fitting data (Fig.[I]) to be distributed as Erf (2.49 pr),
a3 with pr in GeV/c. We used e(K™)/e(K~) ~ e(KTn~)/e(K~nt) = 1.0166, in which the ap-
1044 proximation holds assuming equal efficiency for reconstructing positive and negative pions
ws at pr > 2 GeV/c [31]. We assume Acp(Km) = 0.1%, ten times larger than the current
s experimental sensitivity. A —5% < Agp(mm) < 5% range is tested in steps of 0.5% for
147 the physical asymmetry to be measured. The results are shown in Fig. 20, The maximum
14 Observed bias is of the order of 0.02%, one order of magnitude smaller than the statistical
s resolution on the present measurement. The observed bias is (0.0077 4 0.0008)% averaged
wso over the Agp(mm) range probed. These results, which extend to the K™K~ case, demon-
s strate the reliability of our method in extracting a precise and unbiased measurement of C'P
w2 violation in D° meson decays into KT K~ and nt7~ final states, even in the presence of

1053 sizable instrumental asymmetries.

s« The results discussed in this appendix are used in Sec. [X] to estimate a systematic

10ss uncertainty on the final results due to neglecting higher order terms in Eq. (@), including
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FIG. 20. Asymmetry residual as a function of the physical CP-violating asymmetry in D — 7tx~
decays. Realistic effects other than shown in the scan are also simulated. The line represents the

value averaged over the —5% < Acp(mm) < 5% range.

. . . I __ . . .
1056 possible non-factorization of hth =~ and m, reconstruction efficiencies.
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