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We report on a measurement of the top-quark electric chartfedvents in which on&V boson originating
from the top-quark pair decays into leptons and the other into hadroreseviént sample was collected by the
CDF Il detector iny/s = 1.96 TeV proton-antiproton collisions and corresponds to 5.6 fdNe find the data
to be consistent with the standard model and exclude the existence adtimauark with—4/3 electric charge
and mass of the conventional top quark at the 99% confidence level.

PACS numbers: 14.65.Jk, 12.15.Ji, 14.65.Ha

I. INTRODUCTION around 170 Ge\W” is assumed to be part of a fourth gen-
eration of quarks and leptons, while the standard-model top
) ) quark is heavier than 230 Ged#/ Even though this model
Since the discovery of the top quat [1, 2], the CDF and 5 py now strongly disfavored by other measurements [4, 5],
DO collaborations, joined recently by the LHC experiments.the charge correlations between jets initiatecbly b quarks
have measured several of its properties to be consisteht witgnd\w bosons intt events have not yet been definitively es-
standard model (SM) predictions. Determining that the topgplished. The existence of an exotic decay combination (
quark d_ecays into W boson and a bottom quarb)(_ while coupled tow - andb_coupled toW+) has already been con-
the anti-top quark decays toVil~ boson and an anti-bottom  strained experimentally [6, 7], but with less sensitivibah
quark would ensure indirectly that the electric charge @f th {he present measurement.
(anti-)top quark is indeed)2/3 as expected in the SM. If | this article we analyzét candidate events and treat the
events were found to contain decayS intdva and bOttom- SM and exotic_quark hypotheses exc|usive|y_ We ana‘ize
quark final state, the charge of the decaying particle woeld b candidate events in the final state containing hadrons fhem t
—4/3, incompatib|e W|th the SM tOp quark. MOtivation fOI‘ a decay Of oneVN boson and an e|ectron or muon and corre-
measurement was proposed in Ref. [3], where such a hypotiiponding antineutrino from the decay of the otiiéboson.
esis was put forward. In this model, an exotic quark of massye first determine the charge of téboson (using the charge
of the lepton or the opposite charge for the hadronically de-
cayedW boson). Then we pair th&/ boson with the jet orig-
inating from ab quark @ jet) from the same top-quark decay.
:\?Ve.’cea.s‘?d N » . Finally we determine the charge of tiejet using an opti-
ith visitors from 2University of British Columbia, Vancouver, BC V6T . . . ..
171, CanadaPllstituto Nazionale di Fisica Nucleare, Sezione di Cagliari mized Jet'Charge algo_rlthm, JQtQ [8_11]' Palrlngs wheee th_
09042 Monserrato (Cagliari), ItalfUniversity of California Irvine, Irvine, ~ charge of th&V boson is opposite to the JetQ value are classi-
CA 92697, USA flnstitute of Physics, Academy of Sciences of the Czech fied as standard-model-like (SM-like) decays, while pajsin
Republic, 182 21, Czech RepubIFt:CERN, CH-1211 Geneva, Switzerland, where the Charge of th&/ boson is of the same Sign are clas-
9Cornell University, Ithaca, NY 14853, USA/The University of Jordan,  qified as exotic-model-like (XM-like) decays.
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Il. THE CDF Il DETECTOR the towers not assigned to the electron, within a cone of

AR = /(An)2+ (Ap)2 = 0.4 centered around the lepton, to

The CDF Il detector is described in detail in Refs. [12, 13].be less than 10% of the candidate electign
The subdetectors most relevant to this measurement aflybrie  In the muon selection, a track candidate from the tracker
described in this section. The detector is approximatety he is matched to a track segment (stub) in one or more of the
metic over the full angular coverage and is composed ofnuon drift chambers. We require either a stub in both the
a charged particle tracker embedded in an axial magneti€MU and CMP chambers, or a stub in the CMX chamber,
field of 1.4 T, surrounded by electromagnetic and hadronic@nd refer to the resulting muon candidates as CMUP or CMX
calorimeters and muon detectors. A cylindrical coordinatemuons respectively. The energy deposited in the region of
system withz-axis directed along the proton beam is used.the calorimeter to which the trajectory of the candidate muo
The polar anglé® is defined with respect to the proton beam extrapolates is required to be consistent with the expectat
direction andp s the azimuthal angle about texis. Pseu- for a minimum-ionizing particle. The isolation criterioorf
dorapidity is defined ag = —Intan(6/2). muons, similar to that for electrons, is that the calorimete

The charged particle tracker is composed of silicon microiransverse energy in a cone 8R = 0.4 around the extrapo-
strip detectors [14—16] covering the pseudorapidity raofye lated muon track (not including the muon energy deposition
In| < 2 and providing 13um spatial resolution on each mea- itself) must be less than 10% of the mupn. Details on the
surement point in the—g plane, crucial for the identification electron and muon identification are discussed in Ref. [25].
of secondary vertices characteristic of jets originatirayf b The muon acceptance is increased by approximately 20%
quarks. The silicon detectors are surrounded bylarBlong Py including events containing muons that cannot be trigger
open-cell drift chamber [17], which measures the moment®n directly. Such events must pass a different trigger, thic
of charged particles within a pseudorapidity ranng< 1. requires a missing transverse energy Iarger than 35GeVtand a
The calorimeter covers the pseudorapidity rangm(bk 3.6 least two jets oEt > 10GeV. Candidates are selected if they
and is segmented into projective towers that point towards t contain a CMX stub in a region not covered by the inclusive
nominal center of the interaction region. The electroméigne lepton trigger, or a stub only inthe CMU or CMP chambers, or
portion is a lead-scintillator sampling calorimeter [18hich ~ an isolated track not fiducial to any muon detector. Muons in
also contains proportional chambers and resistive stiigs a these categories, callektended muonsre also required to
depth corresponding to the typical maximum shower intgnsit Pass the isolation criterion and to hape > 20 GeVt. Dilep-
for electrons. The hadronic portion is an iron-scintillasam- ~ ton veto and jet requirements are the same as those applied
pling calorimeter [19]. Muon detectors are located outsile  t0 events selected from the inclusive lepton trigger. Tauens
calorimeters. Two sets of drift chambers separated by steddll efficiency of the trigger, the extended muon candidates
absorber, the CMU [20] and CMP [21, 22], cover the pseudoalso required to have two jets wiy > 25GeV, one of which
rapidity rangeln| < 0.6, and layers of drift tubes sandwiched should be centraljj| < 0.9) and separated from the other by

between scintillation counters, the CMX [21, 22], cover theAR> 1.0.

range 06 < |n| < 1.0. The jet reconstruction is based on a calorimeter-tower-
clustering cone algorithm with a cone sizeAR = 0.4. Tow-
ers corresponding to selected electrons are removed before

. DATA SAMPLE AND EVENT SELECTION clustering. The observel; for jets is corrected for the ef-
fects of jet fragmentation, calorimeter non-uniformitiesd
This analysis is based on a data sample corresponding {ge calorimeter absolute energy ;cale [2.6]'

an integrated luminosity of 5.6 fi collected with the CDF Due to the pr_esence_of aneutrino leaving the detector unde-

Eected, there will be an imbalance in the transverse momentu

Il detector between February 2002 and February 2010. Thof the event. Consequently, events are expected to have some
events first have to pass an inclusive-lepton online event se ' q Y P

lection (trigger) that requires an electron widy >18 GeV missing transverse energ, and we requirdzy > 20 GeV.

t The data set selected above, called “lepton+jets” (LJ), is
or muon withpr >18 GeVE [23]. We then select events of- . ) ! R
fline with a reconstructed isolated electrBf (or muonpr) dominated by QCD production & bosons with multiple jets

greater than 20 GeV (Gew), and missind=t (F1) >20 GeV ("W + jets”). To improve the signal-to-background ratio we
[24]. In addition we require events to have at least four,jetsIOIentIfy events with two or morb jets, i.e., we require at least

e o hem Wil ~20 GeV andr < 20 and nother et 5 1 1 1 [0 conlaln 8 secondary veren craracemt,
with Er > 12 GeV andn| < 2.4. We explicitly reject events Y yed. y 9

that have two or more leptons to ensure that the final samplI tuned such that the efficiency of identifyindget is about

0 i HH 0 .. .
does not include events where bthbosons decay into lep- ino /;’ ﬁmﬁt_rej;:f.g aﬁggﬁg?gymogti)bnoggg u/(t) ?gi;n;'doer%fy
tons (dilepton channel). g a light-quark jet. g

The electron selection relies on the accurate g;eometrica(i"’m be found in Ref. [25].
match between a reconstructed track and some energy de-
position in the electromagnetic calorimeter. We also rexjui
that the amount of energy deposited in the hadronic calerime
ter be significantly less than in the electromagnetic caleri
ter. An isolation criterion requires the transverse endrgy
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IV. MONTE CARLO SIMULATION parametrization [32] for showers in the calorimeters. Deta
on the implementation and tuning of the CDF Il detector sim-

Thett Monte Carlo (MC) simulation used in this measure- ulation are found in Ref. [33].
ment relies orPYTHIA version 6.216 [27] for event genera-
tion and parton showering. The top-quark mass used i$172
GeV/c2. Samples generated with other values of the top- V- PAIRING BETWEEN THE W BOSON AND THE b JET
guark mass are studied for any dependence of the measure-
ment on this parameter. A sampletbvents generated with Each event contains a lepton, multijpiget candidates, and
HERWIG version 6.510 [28] is used to estimate a possible sysnon- jets. In order to assign the four highgst-jets to the
tematic uncertainty due to the choice of generators. Most ofour final-state quarks from thié decay and to associate the
the background samples rely eryTHIA except for thew + lepton with theb jet from the decay of the top quark that
jets background, which is generated using transition matrsi  produced the leptonically-decayiig boson, we use the top-
ements calculated byLPGEN version 2.10[29] andPYTHIA guark mass kinematic fitter described in Ref. [34], which-min
for parton showering. Parton distribution functions aredmo imizes ax? variable that incorporates constraints on the top-
eled with CTEQSL [30]. The interactions of particles witleth quark massn, fixed at 1725GeVk?, and on theWN-boson
detectors are modeled usi@EANT3 [31], and theGFLASH  massmy, fixed at 8042 GeVt2. Thex? is given by

Ai i AUE UE\2
- (pl — pir)2 (PF=—Pi)°  (mj—mw)?  (Mmy—mw)? (Mg —m)?  (myy —my)? 1
X = /Z 5+ ) 7 + 7 + 3 + 5 + 5 ' 1)
i=/,4jets Oi =Xy 0-j Ow Ow Ot O
[
The first term evaluates the difference between the best-fit VI. CHARGE OF A bJET

value ([T) and the observed valugf) of the transverse mo-

mentum for the four highestr jets and the lepton. The sec- e yse the jet-charge (JetQ) algorithm to determine which
ond term evaluates the difference between the best-fit and trbf the highpr b jets characteristic of & event originated

observed value of the unclustered energy, which repre#f@aits o a1 quark, and which from & quark. We select tracks
energy in the calorimeter towers not associated with the jetyith impact parameter [35] less than 0.15 cm with respect to
or primary lepton. The last four terms represent the mass dify,o primary vertex angr larger than 1.5 Ge\&within a cone
ferences between ttw boson and its decay products and be-ot AR < 0.4 around theb jet axis. We only compute JetQ if
tween the top quark and its decay products. The parameter ihere are at least two such tracks within this cone. We then

is not floating, in contrast to Ref. [34]. Tl ando;j variables  gm up the charges of those tracks with weights that depend
are the uncertainties on the observed momenta values, Whl[gh their momentum component along the jet axis:

ow represents the decay width of théboson (2.12 Ge\¢?),
and gy is the quadrature sum of the theoretical width of the
top quark (1.5 GeW?) and the experimental uncertainty on «- Diet)®® k

its mass (0.9 Ge\f). Since events may contain two, three, JetQ= Z(;ar; ﬁ]?tr)j- )(02.;rac ) 2
or four jets identified a® jets by the secondary-vertex algo- rack " Het
rithm, there are two, six, or twelve possible assignments of

. . o .. 2
Jets oW bosons, respeciively. For eah— b pairing twox andQyack is the charge of the particle associated to the track.

values are computed to allow for the unknomeomponent of . .
. . N . _Track requirements and the choice of the 0.5 exponent result
the neutrino momentum. Choosing the combination that min;

imizes thisk? leads to a pUrityspar (the probability of correct from an optimization of JetQ on the simulatédample. If the

W — b pairing) of 76%, as estimated with therTHIA tt MC JetQ value is positive we assign the bottom jetlbaaark, if it

sample. By imposing an upper threshold to the value of theS negative we assign the bottom jet tb quark. Monte Carlo

minimum x2, the purity is increased but the event Selectionstudies indicate that this algorithm has a selection effixye
, . ) : e
efficiency is reduced. We identify the optimal configuration of 97.9::0.1% and a purity per identifiedljet of about 60+

by maximizingeD? obtained from thet simulated sample, 0.1%.

wheree is the efficiency of the requirement and is the

dilution, defined a$ = 2ppair — 1. By restricting the analy-

sis to events in which the minimug? does not exceed 9, we A.  Calibration of the JetQ purity in data

achieve an efficiency on signal of 23t 0.1% with a purity

Ppair Of 83.3+0.1% (the uncertainties quoted here are statis- Since the simulation does not model the jet fragmentation
tical only; the systematic uncertainties are describeden. S reliably, we correct the purity of the JetQ algorithm obtain
VIII). from the simulation by using a dijet data sample enriched in

where Piet (Prack) iS the momentum vector of the jet (track)
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FIG. 1: Examples ofprre (top) and secondary-vertex mass (bottom) templates for bottom, claemnlight quarks for different values of
away-jetEr.

heavy flavor. This sample is collected with a trigger that re-b fraction in away jets by fitting the secondary-vertex-mass
quires a central muon witpr > 8 GeVk. Events are required distribution, which is enhanced at higher values when thie pa
to have a tagnuon jetwith Er > 20 GeV that contains a ent quark is heavier. Figure 1 (lower panels) shows a selecti
muon with pr > 9 GeVk inside the cone, and a prolbgvay  of secondary-vertex mass templates used; the templateshap
jet with Er > 20 GeV and withAg > 2 with respect to the depend on the away-j&y. To allow for the possibility that
muon jet. We require both jets to be identifiedbgiets using  the simulated sample might not model reliably e distri-

the secondary-vertex algorithm, but a more selective waria bution of light quarks that are misidentified bgjuarks, we

of the tagger is used for the muon jet. The JetQ purity is ob-

tained as the fraction of selected events in which the chafrge 13
the muon is opposite to the JetQ value of the away jet. The ob
served purity is corrected for a number of effects. If the muo 12 X*/NDF  6.2/8

originates from & — ¢ — p cascade decay, its charge is the

opposite of the one it would have if coming directly frolpa 5 ** T

decay (secondary fraction); if ti#meson undergoes mixing, & B F;r%%ﬁ%'% ______
the charge of the muon may also flip sign (mixing fraction); & A

and finally, if one of the twd jet candidates is misidentified, % o.9 ! I

no correlation between the JetQ value and the charge of th

identified muon (norbb fraction) is present. The first two 08

effects can be obtained from simulation. The last effecals ¢ I I N R

culated from a fit of simulation to data. Y 40 60 80 100 120
In order to obtain théob fraction of the dijet sample, we Away-jet E  (GeVic’)

use two independent fits. We first extract thdraction in

muon jets by fitting the distribution gére), the component of FIG. 2: Ratio between the purity of the JetQ algorithm in data and

the muon momentum transverse to the jet direction, which id/lonte Carlo simulation as a function of awayet. The dotted line

enhanced at larger values for muons originating floquark 1S the result of fitting a constant through the data points.

jets. Figure 1 (upper panels) shows a selection opthgtem-

plates used. For this fit we combine the charm and light-quarlge form all template fits in nine independent ranges of away-
templates since they are very similar. Then, we determiae thjet Er. Since theb fractions of the muon and away jets are




obtained from independent fits, we have no information orlation of 0.5. The signal correlation (purity) is defined iacS
their correlation in the dijet sample. However we can obtainlX.
the highest (lowest) value of thsb fraction by assuming that In Fig. 3 we show thex? distribution used to assign the
this correlation is maximal (minimal). We then estimate thelepton to the corredb jet, while in Figs. 4 and 5 we show the
bb fraction in eachEr range as the average of the upper anddistributions of the number of tracks in the JetQ calculatio
lower limits in the range, and set the corresponding uncerand the leptorpr, respectively.
tainty to half the difference between the limits.

Combining thebb fraction with the secondary and mixing

of the scale factor on the away-jt, as shown in Fig. 2. * Data

We estimate a total systematic uncertainty on the JetC
scale factor to be .2%, dominated by uncertainties in the
template shape (2%), the fitting methodology (8%), and
the assumption of linear variations in ti& dependence
(1.4%). We obtain a value of the scale factor ®hg =

fractions we correct the bias in the measured purity in eact i e
away-jetEr bin. We compute a scale factBfq as the ratio 102 CISingle top
of the purity obtained in the dijet data sample to that olstdin ;ﬁ‘ﬁﬂk =g'cb‘55°”
in a corresponding simulated sample. We see no dependenc - O events
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VIl. BACKGROUNDS FIG. 3: Distribution of minimumy? for events passing selection re-
quirements described in Sec. Ill. Shaded histograms show signal

and background predictions stacked to form the total prediction. The

In the following, signal refers to events with either a SM arrow shows thec® upper threshold.

tt pair, or a pair of exotic quarks with mass 13%eV/c?.
The exotic quarks are simulated using the standgtaMonte
Carlo described in Sec. IV. The dominant background is QCD
production ofW plus multijet events. These events enter the

signal sample when two of the jets drgets W+HF), or light L CIW+HF
quark jets are misidentified dsjets (mistag). Other back- 107 e %’\S/I'iSt?gt
grounds include QCD multijet events where a jet is misidenti E .DZE?,;;"’
fied as a lepton and two jets dvgets or misidentified as such C 5I?Z$ents

(QCD fakes), single-top-quark events, and diboson events
The amount of background is moderate 15%) because at
least two jets are required to be identifiedugsts.

We obtain the background predictions with the same
method as for the cross-section measurement of Ref. [36]. Wi
compute the efficiency of the? requirement and JetQ selec-
tion using Monte Carlo simulation for each background with
the exception of the QCD fakes, for which we use data. Fi-
nally, we search for correlations between the charge of the
primary lepton and the JetQ value of the correspondinet

= Data
10

Events

T THHW

[uy

Ogumw
N
IN

6 8 10 12 14 16 18 20
Number of tracks in Jet Q

FIG. 4. Distribution of number of tracks entering the JetQ calcu-

IE e?Ch paCk%rohund Solurce' bThlalcférelatlonhls exprEfsed F3tion. Shaded histograms show signal and background predictions
the fraction of the total number pairs that are clas-  g50ed to form the total prediction. The purity of the JetQ algorithm

sified as SM-like. We expect this fraction to be 50%, i.€.,is calibrated as described in Sec. VI A and a scale factor to the Monte
the same probability for pairs to be SM- or XM-like, except carlo is obtained to account for modeling discrepancies.
for two processes, single-top-quark production and Q@D

production where a lepton from the semileptobidecay is

misclassified as primary lepton. For the first process we rely

on the simulation to estimate the possible correlation levhi

for the second process we use a data sample where all the LJ VL. SYSTEMATIC UNCERTAINTIES

selection requirements are applied except those of therept

selection, and we require instead that the lepton fail agtlea  Systematic uncertainties come from modeling of the ge-
two identification criteria. The composition of this sam@e ometrical and kinematic acceptance, knowledge of the sec-
dominated by QCD background events. Table | summarizesndary vertex tagging efficiency, the effect on the acceqgan
the signal and background predictions. Table Il summarizesf the uncertainty on the jet energy scale, uncertaintiethen
the amount of correlation for each background. Backgroundackground predictions, and the uncertainty on the luminos
sources for which no effect is expected are assigned a corrdty.



TABLE I: Background and signal expectations before and aftefhend JetQ criteria (columns 2 and 5). The efficiencies of these criteria

are shown in columns 3 and 4. The last column includes a factor of

twaulseeach selected event contains\We b pairs, each providing

a “quark candidate” (SM- or XM-like candidate). The uncertainties &eudsed in Sec. VIII.

Events X2 requirement JetQ Quark candidates
Process o L. L o
before criteria  efficiency efficiency after criteria

W+HF 66+ 22 0152+0.004 Q970+0.003 195+6.4

QCD fakes 1814 017+0.08 088+0.12 54+48
Diboson 47+0.7 0.22+0.02 097+£0.01 20+04
Mistag 97+26 0.15+0.02 096+0.02 28+0.38
Single top 106+£1.3 0213+£0.004 09724+0.003 44+0.5

Total background 10226 - - 34+8

Signal 670:110 053210 gomod 0.979,0 ooaoy 700120

+0.005(sysh

+0.002(sysh

TABLE II: Correlation between lepton charge and JetQ in backgrou
SM-like and XM-like quark candidates.

ddsamal events. The last two columns show the expected numbers of

Expected number

Process . Correlation SM XM
of quark candidates
W+HF 195+6.4 05+0.0 97+3297+32
QCD fakes HA+48 048+006 26+23 28+25
Diboson 20+04 05+0.0 10+0.2 10+£0.2
Mistag 28+0.8 05+0.0 14+04 14+04
Single top 44+05 051+0.01 23+03 22+03
Total background 348 050+0.01 17+4  17+4
Signal 7008120 0562007y 39466 306+51
uncertainty by comparing the results with the nominal one.
- CIW+HF Similarly the uncertainty coming from jet energy scale ig-es
- %g"ii;‘t?gto mated by varying the scale within its uncertainties. An addi
_10%E -Dibgsonp tional systematic source comes from the choice of the genera
S E mQcD tor (and in particular the hadronization model), for whick w
8 C it events comparePYTHIA with HERWIG.
g | " Data All of these systematic uncertainties affect the predicted
S 108 numbers of signal and background events (for details see Ref
|5 . [36]) and the efficiency and purity of the pairing and JetQ
if i algorithms. An additional systematic uncertainty affeitts
e pairing: the choice of the top-quark mass used in the simu-
E lated sample and in the? constraint. We measure this uncer-
[. . . (S T P D P D B tainty from the shift of the values obtained when comparing
0 20 40 60 80 100 120 140 160 180 200

Lepton P, (GeVic)

FIG. 5: Leptonpr distribution. Shaded histograms show signal and
background predictions stacked to form the total prediction.

the nominal results to those from two extra samples geretrate
with top-quark masses of 170 and 175 Ge&// Finally, for

the JetQ purity systematic uncertainty, we take the value ob
tained from the calibration in data and add in quadrature the
effect of initial- and final-state radiation, since theseyrha
different between &b and att environment. In Table Ill we
show the systematic uncertainties on the pairing efficiemz
purity, and on the JetQ selection efficiency and purity. Bhes

Monte Carlo modeling of geometrical and kinematic accep-systematic uncertainties are assigned only to the sigrfairas

tance includes effects of parton distribution function®B),
initial- and final-state radiation, and jet energy scalee PIDF
uncertainty is estimated by varying the independent eigenv
tors of the CTEQ6M [37] PDF set, varying the QCD scale
(Aocp), and comparing the nominal CTEQSL [30] PDF set
with MRST72 [38]. We vary the parameters that govern
initial- and final- state radiation and obtain the correspog

backgrounds the statistical uncertainty is dominant.



TABLE Ill: Summary of systematic uncertainties (in %) for th selection and JetQ efficiencies, and for the pairing and JetQ purities. The
(0.7) figure is given as information but not used in the total uncertainty shedetQ purity is calibrated in data and the corresponding scale
factor already corrects for the Monte Carlo hadronization model. Thédatzertainty is calculated as a sum in quadrature of the individual
uncertainties coming from the different sources.

Systematic (in %) xZ selection efficiency JetQ efficiency Pairing purity JetQ purity

Jet energy scale D 0.04 01 01
Initial- and final-state radiation .B 0.1 0.2 0.2
MC generator @ 0.1 01 (0.7)
Top-quark mass a 0.2 0.9 05
PDF Q7 0.02 01 0.02
Total 10 0.3 10 0.6
IX. SIGNAL PURITY DETERMINATION quark candidates. The purity is a combination of the pairing

purity and the JetQ purity as follows:

In Table Il we show the signal purity that leads to the es-
timation of the expected numbers of SM-like and XM-like

J

Ps = frbSFb Pnb+ (1 — fab SFb) [Pwb Pao SKo+ (1 — pwn) (1 — pioSho)], 3

where f,p is the fraction of signal Monte Carlo events where is provided in Table Il. Finally, Table V summarizes the im-
we have misidentified the jet andSF,, is a scale factor that portant analysis inputs to the statistical extraction cluits
accounts for any difference in the rate of misidentifieftts  described in the next section.

between data and simulation. This is the same scale factor d
termined in the measurement of the top-quark-pair prodncti
cross-section usinigjet tagging [36]. The quantitpyy, is the
probability that a signal event with a misidentifibdet will Ns 700+120

be correctly labeled as SM- or XM-lik@yy, is the pairing pu- No 34+ 8

rity for cases where the JetQ was defined, prglis the JetQ Ps 0.562:+ 0'000‘5'(0553 élo'omsys‘)
purity for the cases where the pairing criterion was applied Po : :

These three purities are obtained from simulated events. Th

Shq is the scale factor between data and Monte Carlo simula-

tion for the JetQ obtained from the data calibration stuege(s

Sec. VIA). Table IV shows the values used in Eq. (3), with X. STATISTICAL TREATMENT
uncertainties propagated from those in Table IlI.

PFABLE V: Estimated numbers of background and signal candidates
together with the corresponding purities.

Once we apply the pairing and JetQ selection to the data, we

TABLE IV: Inputs to the signal purity. classify each data pair as SM-like or XM-like, and define

fro 0.079+0.001 to be the fraction of SM candidates among the data pairs. The
Sk 1.01+0.03 aim of the measurement is to test the SM hypothekis=

Pnb 0.50+0.01 1) against the XM hypothesid( = 0). We also explore the
pwp 0.833+0.001(stad +0.008(sysh possibility of an admixture of +2/3 top quarks and —4/3 exoti
Pyq 0.608-0.001(stap +0.003(sysh quarks (0< f, < 1). We write the likelihood as the product
SKq 0.99+0.01(stah + 0.03(sys} of two Poisson probabilities for the observed numberand

x~ of SM- and XM-like candidates (respectively), and four
Gaussian constraints on the nuisance paramgtens,, zp,,
The equivalent of signal purity for background events is theandz,, (the numbers of signal and background candidates and
correlation between JetQ and the primary-lepton charge, anthe purities of signal and background, respectively):
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In Fig. 6 we show the distribution of the maximum-
likelihood estimatef, of ., as obtained from pseudoexperi-
ments based on either the SM hypothesis or the XM hypoth-
esis. We compute twg-values based ot as test statis-
tic: psm (pxm) - the probability of observing a value of the
test statistic as in data or smaller (larger) assuming tmat t
SM (XM) hypothesis is true. To reject the SM we require
psm < dsm, Whereasy is the standard 5-sigma discovery
threshold of 287 x 10~7. To exclude the XM we similarly re-
quire pxm < axm. We note that increasingy y makes it eas-
ier to exclude the exotic model, but reduces the exclusion co
fidence level - axy. To optimize the choice afixy while
taking into account the sensitivity of the measurement, we
generate pseudoexperiments to compute the probapBitity
of not excluding the XM when the SM is true, as a function

fraction f,. from pseudoexperiments under the XM (dashed line) andof dxm (Fig. 7). Using this curve we setxy=1%, slightly

the SM (solid line) hypothesis. The arrow shows our result.
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FIG. 7: Variation offxm (the probability of accepting a false XM)
with ax v (the probability of rejecting a true XM). The square rep-
resents oun priori choice ofaxy = 1%, corresponding t@xm =
0.16%, while the triangle represents the obserygedalues and is
plotted at the coordinatd®xm, Psm)-

whereN; andN_ are the predicted numbers of SM-like and

XM-like candidates, andls, Ny, ps, and pp are independent

above the value for whicfixm(axm)=0xm.

We also quote a measure of evidence based on the data ac-
tually observed in the form of a Bayes factor BF, which is the
ratio of posterior to prior odds in favor of the SM. The BF
can also be written as the ratio of the likelihood of the SM to
the likelihood of the XM. The numerator and denominator are
separately integrated over uniform priors for the nuisgpee
rameters. The quantity 2(BF) can be interpreted according
to a well-established scale [39].

Finally, allowing for an admixture of SM and XM quark
candidates, we compute 68%— and 95%—C.L. Feldman-
Cousins intervals [40] on the fractioh .

Xl. RESULTS AND DISCUSSION

In Table VI we show the number of events and candidates
after applying the pairing and JetQ selection and the number
of candidates corresponding to the SM and XM hypotheses.

TABLE VI: Observed number of events before and after the pairing
requirement, observed number of quark candidates with identified jet
charge, and observed SM-like and XM-like candidates.

Number of events Quark candidates
Observed After pairing | JQ defined SM XM
815 397 774 416 358

estimates of the nuisance parameters (see Table V). The ex-

pectationd\, andN_ are computed using the following equa-
tions:

Ny = zpysfi +(1—2p)ys(1— 1) +Zp, Wb (5)
No = (1-2zp)ysf +2pys(1— 1)+ (1—2p,)Yb - (6)

Candidates whos®/-boson charge is opposite to the JetQ
value are classified as SM candidates, while candidatesevhos
W-boson charge has same sign as the JetQ are assigned as
XM candidates. Figure 8 shows the graphical representation
of these numbers, where candidates (and SM expectations)
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on sample size, the measurement sensitivity is lower in each

180¢- [l =ckorouna lepton subsample than in the full data sample, and an appro-
160} [ st events priate value ofixy is 5% in this case. The XM hypothesis is
1401~ . Data excluded at the 95% C.L. using the electron or muon subsam-
g 120? E - - XM expected ple
2 100
Ij>j 80? TABLE VII: Number of observed candidates and results for the elec-
60 tron and muon candidates separately.
a0f
20F Electrons Muons
0 Number of candidates: 206 SM and 155 XM 210 SM and 203 XM
-1.0 0.5 0.0 0.5 1.0 f, 1.11 0.57
Q(W)*Q(b-jet) Psm 65.9% 5.20%
Pxm 0.04% 0.7%
FIG. 8: Distribution of the product of thé&/-boson charge times the Ns 308+51 392+ 67
JetQ value. Shaded histograms show signal and background predi®y 17+5 17+4
tions stacked for the total prediction. The dashed line shows the XMps 0.56+0.01 056+0.01
expectation. SM-like candidates are on the negative side of the plopp 0.50+0.02 050+0.01
while XM-like candidates are on the positive side. The outermost
bins correspond to the cases where JetQ is exaetly
are distributed as function of the product of the JetQ value 105? """"
and the charge of the/ boson. Using these numbers we get % i .
the profile log-likelihood curve shown in Fig. 9. The mini- £ 10 XM By SM
mum of the curve is at a value &f = 0.83. This corresponds 3 WL
to a p-value of 13.4% under the SM hypothesis (see red tri- $ 107
angle in Fig. 7) and indicates consistency between CDF dati 3 _,f
and the SM. The-value under the XM hypothesis is 0.014%, < 10
which is interpreted as a 99% C.L. exclusion of the XM hy- & 10;
pothesis. The previous measurements have excluded the XI' §
hypothesis with at most 95% C.L. [6, 7]. We obtain a value of < .k 1 | | 1

2In(BF) = 19.6, which, according to the interpretive guide- 05 00 05 10 15
lines of Ref. [39], constitutegery strongevidence in favor of

the SM and against the XM.
FIG. 10: Distribution of the maximume-likelihood estimate of the SM

fraction f, from pseudoexperiments under the XM (dashed line) and
the SM (solid line) hypothesis for electrons only. The arrow shows

our result.
35
30
For the muon subsample tipevalue under the SM hypoth-
3 esis is only 5.2%, compared with 65.9% for the electron sub-
20 sample. Ax? test of the hypothesis that the ratio of XM to SM

-2In[LiL

candidates is the same in both subsamples yielgsalue of
about 9%, consistent with the discrepancy being a statistic
fluctuation.
Allowing for an admixture of SM and XM candidates,
\ SN IR we compute Feldman-Cousins intervals fbr, obtaining
. ' ' ' [0.66,0.95] at the 68% C.L. an{D.48,1.00] at the 95% C.L..
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FIG. 9: Distribution of twice the negative logarithm of the profile
likelihood as a function of the fraction of SM candidate events in
data.

Xll. CONCLUSION

We present a measurement of the top-quark electric charge
that relies on the jet-charge algorithm as an estimator ef th
Table VI lists the analysis results for electrons and muonselectric charge of highpr b jets. The measurement uskts
separately. In Figs. 10 and 11 we show the distributiofi.of pairs reconstructed in final states with odheboson decay-
for electrons and muons respectively. Due to its dependendeg hadronically and the other leptonically, from a data set
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tained, 2I{BF) = 19.6, supports very strongly the SM over
the exotic-quark model hypothesis. When allowing the SM
and XM hypotheses to coexist, we fin6 < f, < 0.95 with
68% confidence and@8 < f, < 1.00 with 95% confidence.
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