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Abstract

In this note we present the ongoing study of heavy baryons Eé*) * and Eé*)_
decays to /10 soft- This study follows the observation of these states published in
Phys. Rev. Lett The new analysis is based on a data sample corresponding to an
integrated luminosity of [Ldt ~ 6.0 fb~!. We measure the four /127@'[0 ¢ resonant
states masses to be:

in

m(Z}) = 5811.2707 (stat) & 1.7 (syst) MeV/c?
m(X;) 5815.5109 (stat) & 1.7 (syst) MeV/c?
m(Z;t) = 5832.0i0.7(stat) + 1.8 (syst) MeV/c?
m(Z;7) = 5835.0 £ 0.6 (stat) £ 1.8 (syst) MeV/c?
We take the first measurement of iso-spin mass splittings for J* = %Jr and

*)

JP = %Jr isospin multiplets of Zé bottom baryons:

m(ZF) —m(5,) = —4.2504 (stat)F( 08 (syst) MeV/c?
m(Z;T) —m(Z;T) = —3.0 £ 0.9 (stat) Ty 13 (syst) MeV/c?

We also take the first measurement of the widths of these states:

T(Z) = 92735 (stat) 19 (syst) MeV/c?
0(Xy) = 43751 (stat) )] (syst) MeV/c?
L) 10.4%2 27 (stat) T0S (syst) MeV/c?
LX) = 4+22(Stat)Jr I(s.yst)MeV/c2



1 Introduction

The heavy baryons with a single heavy quark are the helium atoms of QCD with nucleus
as a heavy quark ) and two orbiting electrons as a light diquark ¢;gs. The heavy quark
in the baryon may be used as a probe of a confinement which at least will allow us to
study a non-perturbative QCD somewhat deeper than we do it with light baryons.

The remarkable achievements in a theory of heavy quark hadrons have been made when it
was realized that a single heavy quark () with the mass m¢g > Aqgcp in the heavy hadron
H, can be considered as an “essentially static color source in the hadrons’s rest frame” [1].
Thence the light diquark properties of a charm baryon A7 (X.) and its bottom partner
AY (22) can be related by an approximate SU(2) symmetry due to ¢ <+ b quark exchange.
Another symmetry emerges because the spin S degree of freedom decouples from the
gluon field and S generates another SU(2) symmetry of a light degrees of freedom in
the effective field theory of the heavy hadron Hg. The models having these Heavy Quark
Symmetries (HQS) are grouped as Heavy Quark Effective Theories (HQET). Some of the
further original works on HQET can be found in [2],[3],[4],[5] while the comprehensive
reviews on the subject with the references therein are in [6],[7].

As the spin 5, of a diquark (plus a gluon field) and the one Sg of a heavy quark are de-
coupled in HQET and serve as good quantum numbers, heavy baryons can be assigned the
quantum numbers Sg, mq, Sqq, Mqq- Therefore the total spins of the baryon multiplets
can be expressed as a simple sum J = Sg + Sy + l4g, Where [, is an orbital momentum
of the light diquark. We consider now only the S-wave states without orbital excitation,
i.e. with l,, = 0. Then the singlet A) baryon with quark content b[ud] according to HQET
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has spin of the heavy quark to be S, = §+ and its flavor antisymmetric [ud]- di-quark has

a spin of Sp,q = 0. At these conditions the b- quark and [ud] make lowest-lying singlet
ground state J¥ = %Jr. The partner of the A) baryon in the strange quark sector is the
famous A°.

The other two states X, X with the quark content b{q1¢2}, a heavy quark spin S, = %Jr

and a spin of the flavor symmetric di-quark Syg 41 = 17 constitute two isospin I = 1

triplets with the total spin J” = 1" and J” = 37, These states are the lowest-lying
S- wave states which can decay to the singlet A? via strong processes involving soft
pion emissions provided sufficient phase space is available for a given mode (see Fig. 1).

According to an established nomenclature X, X} are the resonance states. The partners
of Zé*) states in the strange quark sector are ) resonances though one has to mention

that [8] the JZ = %Jr states Y are light enough to decay only weakly or radiatively and

only JP = %Jr states 2(1385) do decay strongly via A°r mode.
Some recent HQET calculations for bottom baryons are in [9],[10],[11], [12],[13]. The mass
spectra of single heavy quark baryons with HQET calculated in combined expansions in
1/mg, 1/N, are presented in [14],[15],[16].

In potential quark model the mass differences like ) — A, )* — 3 are accounted largely by
hyperfine splittings, hence the mass differences scale as 1/m¢. Some of recent predictions

based on potential quark models have been published by [17], [18],[19], [20],[21],[22],[23],
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Figure 1: The pion transitions of low lying S-wave Eé*) states and a first orbital P-wave
excitations A;0.

[24],[25],]26]. The authors of [27] (see references herein) employ the constituent quark
model and solve the three-quark problem exactly.

The interesting QCD string quark model is used by in [28],[29] to calculate masses of the
heavy baryons.

There are striking regularities in the masses and mass differences of known hadrons. Some
of these regularities can be understood from known general properties of the interactions
of quarks without a need to specify the explicit form of the Hamiltonian. Following this
minimalistic approach the authors [30],[31],[32] use semiempirical mass formulas to predict
the spectrum of heavy ¢- and b- baryons.

The non-perturbative formalism of QCD sum rules [34],[33] has been further developed
by B. L. Ioffe [35] for baryons. Inspired by the recent experimental results (see e.g.
[36]) X. Liu et al. [37] (see also a trail of references herein) applied the QCD sum rules



approach in HQET. Another method within QQCD sum rules have been used by [38] (see
also references herein) to calculate mass spectra of the heavy baryons Ay and Xg.

The lattice non-relativistic QCD (NRQCD) calculations for bottom baryons have been
quite successfull in [39],[40] though the statistical and systematical uncertainties are typ-
ically large and exceed the errors of the experimental measurements.

The recent comprehensive review on experimental and theoretical status of baryon spec-
troscopy can be found in [41] with many usefull references therein.

We have summarized the theoretical predictions on A and X} masses from the sources
discussed above into the Table 1.

Reference M(AY), M (%, %+), Q, M(X, %Jr), Q*,
MeV/c? MeV/c? MeV/c? MeV/c? MeV/c?
Capstick [18] 5585 5795 70.4 5805 80.4
Albertus [9] 5643 + 20 5851 + 20 ~ 68.5 5882+20  ~ 99.5
Jenkins [14, 15] 5623.0 + 6.4, CDF I 5824.24+9.0 ~ 61.6 5840.0 + 8.8 ~ 77.4
Roncaglia [31] 5620 =+ 40 5820 + 40 ~ 60.4 5850 £40  ~ 90.4
Karliner [23] 5619.7, CDF II 5814 ~ 54.7 5836 ~ 76.7
Narodetskii [28] 5619.7, CDF II 5808, CDF II  ~ 48.7 5833 73.7
Garcilazo [27] 5624 5789 24.4 5844 79.4
Faustov [11, 12] 5622 5805 43.4 5834 72.4
Zhang [38] 5690 + 130 5730 £210  —1004247 58104190  —20 = 230
Liu [37] 5637158 58094152 ~ 32.4 5835152 ~ 58.4
Mathur [39] 56644103 - Q= — (Zr — )
p=21 1.4738 — 22 +12
Mathur [39] 567241108 — 53.475 - (Zy — X)
p=23 — 24113
Lewis [40] 56414128 5795+ 12 ~ 14.4 5842473 ~ 614
B=19
ST CDF I 5619.7+15 5815.2+20 55.9719 5836.4750 Q- QF
LT CDFII 5619.7+ 1.5 5807.8128 48.529 5829.09123 =212+

Table 1: The mass predictions for Eé*) states. The - value is defined as Q) = M (ZZE*)) —
M(A9)—m(n*) ppe. The results from CDF discovery publication are shown at the bottom
lines.

The mass splitting between members of I = 1 isospin triplets Zé*) is expected to be
determined by the electromagnetic interactions between light quarks, due to an intrin-
sic mass difference between the light u and d quarks and other non-perturbative QCD
contributions, please see [42] and references therein. As the d- quark is heavier than
the u- partner, the Zé*)_ states with b{dd} quarks are expected to be heavier than the
corresponding E,S*)Jr ones with b{uu} quark content. The experimental measurement of
this value could provide an additional insight into interplay between electromagnetic and
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strong contributions leading to the mass differences within baryon isospin triplets. The
available for Eé*) baryons quark model predictions [43], [44], [45],[46] are listed in the
Table 2.

Reference DRI YD

MeV/c?  MeV/c?
Chan [43] 612 582
Lichtenberg [44] —7.1 —6.5
Capstick [45] —5.6 —5.4
Varga [46] —2.51 n/a

Table 2: The predictions on isospin mass splittings for Eé*) states.

The description of the strong decays of baryon resonances is a difficult theoretical task [19].
Few of available theoretical predictions on natural widths are arranged into the Table 3.

Reference L(X, %+), INOI %+),
MeV/c? MeV/c?

Korner [49] ~ 8 ~ 15

Guo [48] (6.73 — 13.45) (10.00 — 17.74)

C.-W. Hwang [50], £ 4.35 8.50

C.-W. Hwang [50], =7~ 5.77 10.44

Table 3: The predictions on natural widths for Eé*) states.

1.1 Motivation of the Experimental Study

This study succeeds the publication [36] (see also CDF internal notes [51, 52, 53] for

details on the analysis) on a discovery of Eé*) states. Below we list several points on the
published [36] analysis, some of them have been challenged with a critique [41], viz.

e The relatively low statistics of final Eé*) spectra.
e As a consequence of a low statistics conditions
— The background model was completely fixed from the Monte-Carlo inducing

its systematics.

— Both spectra of EZE*H and Eé*)f have been fit simultaneously with a constraint
on the mass difference X} — X} to be the same for both charge (i.e. isospin)
partners. This constraint biased the isospin mass splittings to be equal for
JP = %Jr and JP = %Jr multiplets.
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— The natural widths of every state were fixed from theoretical predictions, i.e.
the analysis did not produce experimental measurements on the width.

— Though the total significance of a 4-peak enhancement w.r.t. the only back-
ground exceeded [36] a 5.20 the individual peaks still had a much lower signif-
icance of 3o.

We intend to confirm the observation of those states using a larger data-sample and
proceed with measurements of properties of Eé*) resonances.
The scope of the present work includes the next items

Use all data collected by CDF through the latest available Period 28 and comprising
a total luminosity [Ldt =6fb~".

Perform fits of Eé*) (- value spectra for every isospin partner state, Z',S*H and 215*)_

! independently and do not constrain the mass difference A = M (X)) — M (X))

between JP = 3" and JP = 1

5 2+ states to be the same for both charges.

Leave background shapes floating in the fits. Thus we avoid the systematic uncer-
tainty coming from Monte-Carlo models.

Confirm the observed signals with the dramatically increased significance.

Produce the direct mass difference measurements with smaller statistic and system-
atic uncertainties.

Measure intrinsic natural widths of both J¥ = %Jr and JP = 17 states.

1
2

Based on new mass measurements quote the isospin mass splitting for X} and X7
isospin [ =1 triplets.

With the experimental program outlined above we will provide the next input to the
theoretical community initiating the new round of heavy baryon calculations and challenge
the model makers with somewhat newer tasks like e.g. natural width estimates.

2

Data Sample and Trigger

Current version of this note is based on a data corresponding to a full integrated luminosity
of [Ldt ~6.0 fb~! and comprising the BStNtuple datasets (of periods #0 through #28 )
collected with CDF Two Track Trigger (TTT). The next SAM datasets have been used,
see the Table 4. The experimental data has been filtered through the Good Run List,

GRL,

version 34 corresponding to the GRL file, goodrun_b_bs_nocal_nomu.v34.1list.

1Unless otherwise stated all references to the specific charge combination imply the charge conjugate
combination as well.



SAM dataset name | Period # Run Range [Ldt, pb~!
xbhdid 0 138809 — 186598 344.78
xbhdih 1 -4 191289 — 203799 397.76
xbhdii 5 — 10 | 203819 — 233111 894.86
xbhdij 11 — 13 | 233133 — 246229 703.11
xbhdik 14 — 17 | 253134 — 261005 498.23
xbhdfm 18 — 28 | 261119 — 289197 3159.04

total stat. 0 — 28 | 138809 — 289197 5997.79

Table 4: The datasets used in this analysis with the runs filtered according to GRL,
version 34.

The BStNtuple data listed in the Table 4 are based on the data collected by CDF Two
Track Triggers of several flavors, B_CHARM_LOWPT, B_CHARM_SCENA and B_CHARM_HIGHPT,
see the detailed description in [60]. The scenario B_CHARM_LOWPT is inclusive w.r.t. to the
other two ones. The B_CHARM_LOWPT conditions are tested at the offline production step
by the dedicated modules called from the offline production executable CandsExe. The
details on trigger conditions are sorted out in the Table 5.

3 BStNtuple Data and Conditions

The present analysis is based on a general purpose ROOT ntuple BStNtuple generated
by a package BottomMods of the tag v6_1_4mitstn80 bundled with the suite of sev-
eral other packages of the same tag. The production executible CandsExe and corre-
sponding shared libraries used for the analyses should be built against general version
cdfsoft2, v. 6.1.4 . BStNtuple data are used by many CDF analyses including those
related to BY-mixing.

Analysis branches of the BStNtuple ntuple correspond to the following decay modes that
are relevant to our analysis?:

e Sb-LbPi-LcPi-PKPi collection of Xi° — Agﬂa candidates. All candidates in this
collection are subjected to the vertex fit.

e Lb-LcPi-PKPi collection of A) — Afm, candidates. All A} candidates are subjected
to the vertex fit. The contributing AT — pK~ 7" candidates are vertex fitted with
the mass constrained to the Mppg (A7) value [8].

e Lc-PKPi collection of A7 — pK~n" candidates. Only the candidates contributing
to the parent collections listed above are saved. The three tracks contributing to
the candidates are fitted to a common secondary vertex.

2Unless otherwise stated all references to the specific charge combination imply the charge conjugate
combination as well.



Parameter

‘ Trigger Condition

B_CHARM_LOWPT scenario

2 tracks: trkq, trks
|do|(trky), |dol|(trks)
|do| (trky), |do|(trks)
opening angle |¢; — ¢s|
X%VT<trk1)> X%VT<trk2)
L$y<t7”k1, ter)
pr(trky), pr(trks)

reconstructed by XFT/SVT/L3
> 120 pm

< 1000 pm

€ (2°, 90°)

<25

> 200 pm

> 2.0GeV/c

B_CHARM_SCENA scenario

2 tracks: trky, trks
Q(t?”k’l) . Q(t?“k’g)
|d0|(t’l"]€1), |d0|(t7“k?2)
|do|(trk1), |dol(trks)
opening angle |¢; — ¢s]
X?S‘VT<t7”k1)7 X?S’VT(trk2)
L$y<t7’k?1, t?”kg)
pT(tTkl), pT(t’f‘k’Q)
pr(trky) + pr(trks)

reconstructed by XFT/SVT/L3
—1, opposite charges

> 120 pm

< 1000 pm

€ (2°, 90°)

<25

> 200 pm

> 2.0GeV/e

> 5.5GeV/c

B_CHARM
2 tracks: trky, trks
Q(t?”kl) . Q(t?”kz)
|do|(trks), |do|(trks)
|do|(trks), |do|(trk2)
opening angle |¢; — ¢,
Xavr(trky), Xsyvr(trks)
Ly (trky, trks)
pr(trk:), pr(trks)
pr(trk:) + pr(trky)

_HIGHPT scenario

reconstructed by XFT/SVT/L3
1, opposite charges

> 120 pm

< 1000 pm

€ (2°, 90°)

< 25

> 200 pm

> 2.5GeV/c

> 6.5 GeV/c

Table 5: The CDF

Two Track Trigger scenario



e The full unbiased collection of pions Pions is saved in every BStNtuple event. Pions
is constructed from stdTracks collection with additional energy corrections and
refits. The stdTracks collection is in fact a CDF default defTracks track collection
with minimal quality requirements, see below.

e The collections of protons, Protons and kaons, Kaons. Only the candidates con-
tributing to the parent (decay mode) collections listed above are saved.

The track selection criteria are summarized in a Table 6.

Track/Collection | Criteria
stdTracks made from defTracks
with valid helix fit and physical error matrix,
no COT or/and SVX hit cuts applied
7+ /Pions from stdTracks corrected for energy loss
full and magnetic field scaled, COT cov. matrix scaled
unbiased LOO hits added, track refits. No plain pr cuts.
p/Protons from stdTracks corrected for energy loss
pruned magnetic field scaled, COT cov. matrix scaled
LOO hits added, track refits. No plain pr cuts.
K /Kaons from stdTracks corrected for energy loss
pruned magnetic field scaled, COT cov. matrix scaled
LOO hits added, track refits. No plain pr cuts.

Table 6: The track selection criteria.

The selection criteria for composite candidates are complex. The details on selections are
arranged in a Table 7.

e A7 — pK 7t candidate’s collection is built by a D_SSS module.

o A) — Afm, candidate is our second weak decay vertex. The collection is built by a
D_DS module.

) Eé*)i — /127@% st 18 a strong decay process. Its vertex is a primary vertex of the event.
The candidates are processed by D_DS module where the vertex fit is activated but
with the very loose de) < 100 requirement to keep the efficiency as high as possible.
No any mass constraints are applied here because the mass difference ()- spectra
will be analyzed.

The inclusive B_CHARM_LOWPT trigger scenario [60] is imposed on every event: event gets
rejected if B_CHARM_LOWPT is not confirmed. The details on trigger condition are sorted out
in the Table 5. The module TrigTracks-LowPt does reconstruct and replicate the trigger
condition at the offline level with the offline default defTracks tracks. The events are fil-
tered by TrigTracks-LowPt module during BStNtuple production. The module does also
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Candidate/Collection

Criteria

AY — pK 7t /Lc-PKPi
charge @)
vertex fit with x7;

A(z0)
pr(7), pr(K), pr(p)
M(pK~n™)

trigger confirmation

made from basic Pions,Kaons,Protons
= =+1

< 20.0

< 1.5cm

> 0.350 GeV/c?

€ (2.200, 2.380) GeV/c?

the B_CHARM_LOWPT imposed per event,
> 1trigger track € (p, K, )

AY — AF7;" /Lb-LcPi-PKPi
charge @)

vertex fit with x7,

and M(Af — pK—n)

mass constraint: M (pK~n™)
vertex information

pr(m), pr(K), pr(p)
pr(m,)
M(Afmy)

trigger confirmation

made from composite Lc-PKPi and basic Pions
=0, 2

< 40.0

€ (2.260, 2.311) GeV/c? or

~ (2.28646 =4 - o) GeV/c?

“true”, i.e. set = 2.28646 GeV/c* (PDG)
linked to branches with Primary

and 2-ndary VX info per event

> 0.350 GeV/c?

no cut set, threshold is propagated via trigger
€ (4.500, 7.000) GeV/c?

the B_CHARM_LOWPT imposed per event,

> 2trigger track € (p, K, 7,7, ), i.e.

AY candidate does fire the B_CHARM_LOWPT

Zb(*)i - A?Wift
Sb-LbPi-LcPi-PKPi
charge @)

vertex fit with x7;
and M(A) — AFmE)

mass constraint
vertex information

made from

composite Lb-LcPi-PKPi and and basic Pions
= +1

< 100.0

€ (5.200, 6.500) GeV/c? or

~ (5.6197557) GeV/c?

“false”, i.e. not set

linked to branches with Primary

and 2-ndary VX info per event

> 0.350 GeV/c?

no cut set, threshold is propagated via trigger
= 0.200 GeV/c?, coming from Pions

€ (5.00, 6.70) GeV/c?

Table 7: The collections of candidates to be used in the analysis and their selection criteria
set in BStNtuple branches.



create the collection of pairs of tracks matched with the ones satisfying B_CHARM_LOWPT
trigger conditions and stored in SVID object. The following modules reconstructing can-
didates can enforce the match between some of candidate’s tracks with the ones from the
trigger track pair collection. As the Table 7 says, essentially the A) — Afr, candidates
from Lb-LcPi-PKPi collection must satisfy the trigger, i.e. at least 2 out of its 4 tracks
must match the trigger track pair collection. We remind here that B_CHARM_LOWPT sce-
nario is inclusive w.r.t. to B_CHARM_SCENA since the opposite charge requirement for every
of two tracks in the trigger is not set.

4  Analysis Cuts: A}

The background in Q-value distribution is composed from

e the background under the AY signal candidates in M (A7) spectrum combined
with soft 7% pion tracks with their momenta extending to a low range of pr ~

200 MeV/e.

o the AY signal candidates combined with soft 7 originating from hadronization
processes like b-quark fragmentation into various bottom baryon states.

The background shape of Q-spectra is expected to show a typical threshold /@) — thr- like
behaviour. That is we have to be concerned with the analysis cuts for A9 in a combination
with soft pion and contributing to the low edge of mass difference () spectrum with the
finest resolution.

As we understand now (see our studies in [61]) the next criteria for A) candidates are the
most powerfull in the background rejection and for the AY signal efficiency

o c7(A))/ocr, the AY decay path expressed in terms of its error. The A) decay path
in the AY rest frame is defined as

CT(A1?> = Lgy -

, where L, is defined in a transversal plane as
Lwy(/l2> = Dyy - (Pay/Pr)

e |do|(AY), the impact parameter of the AY candidate defined in the transversal plane
as

[dol (A3) = | Day % (8 /pr)

° licy is a position of the AY decay vertex w.r.t. to primary vertex in the transversal
plane.

e pr(m, ), the transverse momentum of a prompt pion from A) — Afr, decay.
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Track Parameter | Analysis Cut

Track Collections | Protons, Kaons, Pions
COT stereo hits | > 10

COT axial hits > 10

SVX r — ¢ hits >3

|d0| < 0.1cm

rr > 400 MeV/c

Table 8: A) Candidates: Track Quality Cuts

The track quality criteria for A9 tracks are tightened at the analysis stage. The track
quality cuts are shown in a Table 8.

The full set of AY cuts defining the starting point of the analysis cuts area is shown in
a Table 9. The cuts shown in the Table 9 are based on our previous experience with
X analysis [61] and most of the cuts are set to very relaxed values. Cuts #1,2,6,13
confirm the conditions imposed at the Two-Track Trigger (TTT) level or at BStNtuple
production step. Cut #8 confirms the requirement L,, > 200 pm set with TTT tracks
at Level 3 Trigger. The tracks involved in A and A reconstruction have the lowest
momenta initially set to pr > 400 MeV/c where the CDF tracking efficiency flattens.

4.1 Optimization of A

At present with [Ldt ~ 6.0 pb™! we are in a possession of a largest sample of fully
reconstructed with hadronic mode A baryons reaching of ~ 17000 entries in a signal.
Henceforth the optimization of the selection criteria based on the experimental data turns
to be possible now. At the beginning we tried different optimization for B_CHARM_SCENA
and B_CHARM_LOWPT samples, but results of the optimization have been very similar for
both cases and both TTT trigger flavours are treated as one sample.

Here we use our optimization technique discussed in the early CDF note [61] on 215*) mea-
surement. The figure of merit (F.O.M.) used in the optimization is defined as S/v/S + B,
where S and B were the total number of signal and background candidates that pass the
cuts obtained from the binned fit. S is determined as the number of entries in the fitted
signal model within 43 - o, where o results from the same fit. B is determined as the
number of entries in the fitted background model with the same £3 - o.

The cuts under the optimization are the following ones:

° CT(A%)/O’CT
o c7(/AY)
o c7(Af — AY)

o |do|(4})
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# | Variable Cut value

1 | trigger confirmation B_CHARM_LOWPT
2 | Xr(AT) <20

3 | m(AF7™) — m(AD)] < 3-19.22MeV/c?, £30
4 | pp(AF) no cut

5 | proton ID no PID involved
6 | x7s(47) <40

7 | Prob(x3p) of AY vertex fit | > 0.0001

8 | eT(AY) > 100 pm

9 | er(A))Joer > 2.0

10 | |do(AD)] < 250 pym

11 | er(Af «— AD) > —300 pm

12 | er(AF «— AD) < 500 pm

13 | pr(AY) > 4.0 GeV/c

14 | pr(m,) > 0.4GeV/c

15 | pr(p) > 0.4GeV/c

16 | pr(K™) > 0.4GeV/c

17 | pr(n™) > 0.4GeV/c

Table 9: The initial values of the analysis cuts for A reconstruction. The A) mass and o
values refered in the Cut #3 are obtained using our full data sample (see Table 14).
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* pr(m,)

We perform a simultaneous optimization of all cuts using an iterative procedure similar
to the one described in the discovery analysis [52].
The optimization scans are shown at Figure 2 below.

4.1.1 Fitter of A?

For our optimization and A yield estimates we use the fitter developed by R. Tesarek
and co-workers [62] and by M. Martin, P. Maksimovich and co-workers [63].

The AY signal is modeled by a Gaussian function.

The following backgrounds contribute to the mass spectrum of M (A) — A, ):

e Cabibbo suppressed decay A) — AT K~ with a peak at ~ 50 MeV/c? below AY signal
peak. The contribution is modeled by two Gaussians.

e Four-prong mis-identified B-mesons: all B-mesons with four tracks in the final
state, fully reconstructed. The mode B — D~7" contributes here at ~ 50%. The
B — 4prongs modes produce a peak at the left from the AY signal peak and are
modeled by a sum of a Gaussian and a Landau functions.

e The remaining B- meson decays , modeled by the sum of an exponential function
and a product of a bifurcated Gaussian with a step-down function.

e The remaining AY decays modeled by the sum of two Gaussians and the product of
a bifurcated Gaussian and a step-down function.

e The combinatorial background which is described by an exponential function.

e Several parameters of the combined background model are fixed, based on MC
templates or ratios of B-fractions taken from known measurements.

4.2 Yields with Optimized Cuts for A}

To understand the background level, the statistics available with BStNtuple datasets and
the effect of optimization, we have reconstructed A9 signals with still very mild cuts
shown in Table 10. Only cuts changed w.r.t. to Table 9 are shown. The cuts on
cr(AF «— AY) have been set to its optimal values, please see the second row of plots
at Figure 2. We process data with the latest (as of this writing) Good Run List (later
in the text, “GRL”) of the version v.34 is applied to the run quality selection at the
run-section level. The modest run quality “no calo, no mu” is required applying the GRL
file goodrun_b_bs_nocal_nomu.v34.list.

The reconstructed according to Table 10 and fitted inclusive A signals found with every
dataset are shown at Figure 3. The signal and its background are fitted with the fitter
developed by R. Tesarek and co-workers [62]. The corresponding yields are summarized
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Variable Cut value
cr(A))/oer | > 3.0
do(AD| | < 150,m
cr(Af — A) | > —150 um

er(AF — AY) | < 250 um
pr(AY) > 4.0 GeV/c
pr(m,) > 0.7GeV/c

Table 10: The cut values for AJ signals shown at Figures 3

BStNtuple | Period | [Ldt, Neignal (€T (AD)/oer > 3,
dataset span pb™! | |do|(AY) < 150 pm, pr (7)) > 0.7 GeV/e)
xbhdid 0 344.78 2253 £ 91
xbhdih 1 -4 397.76 2813 £ 98
xbhdii 5 — 10 | 894.86 2977 £ 99
xbhdij 11 — 13 | 703.11 2238 £+ 66
xbhdik | 14 — 17 | 498.23 1766 = 77
xbhdfm 18 — 28 | 3159.04 5800 £ 135

total stat. | 0 — 28 | 5997.79 17855 &= 247

Table 11: The yields of AY signals for every dataset
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Figure 3: Inclusive mass spectra M(AD — Afm,, Al — pK~7") with xbhdid, xbhdih,
xbhdii, xbhdij, xbhdik and xbhdfm BStNtuple datasets of the Periods 0 through 28.
The GRL, version 34 is applied to run quality selection. The number of candidates
N/20 MeV/c? is plotted. The minimal cuts ¢7(AY) > 0.0200, c7(AY)/oer > 3.0, |do(AD)] <
0.0150, pr(m, ) > 0.7 GeV/c are applied here. The large significant signals are seen on top
of a high background level with ratio S/B ~ 1/2.
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in Table 11. Even with the mild cuts the mass distributions exhibit powerfull peaks on
top of the background with a typical ratio of S/B ~ 1/2.

To demonstrate the development (or deterioration) of the CDF Trigger and DAQ condi-
tions w.r.t. observed AY yields we produced a graph with A? yields obtained with minimal
cuts of Table 10 and normalized to 100 pb™" of every dataset. The upper plot at Figure 4
corresponds to the Table 11. The bottom plot shows the A signal obtained with minimal
cuts and the total statistics of Periods 0 — 28.

Now we make our choice of analysis cuts according to Figure 2. The cut on absolute value
cr(AY) > 200 um practically confirms the cut applied at BStNtuple production which
in turns confirms the Level 3 threshold. The ¢7(AY)/ocr > 12 is selected right at the
maximum of F.O.M. The cut of |dg|(A)) < 80 um is selected at the F.O.M. point next
after the maximum keeping ~ 100% efficiency and still high F.O.M. value. The upper cut
on cr(Af « AY) is fixed to be at the maximum of F.O.M., viz. < 250 um. The lower cut
on this variable is taken to be the next to F.O.M. maximum, with ~ 100% efficiency and
being symmetrical according to the shape of the experimental distribution and w.r.t. to
the upper cut.

The choice of cuts for AY is arranged into the Table 12, the cut values specified in this
table override the ones listed in the Table 9.

Variable Cut value
et (AD) > 200 ym
cr(A))/oer | > 12.0
do(AD| | < 80pm

cr(Af — AD) | > —150 um
er(AF — AD) | < 250 um
pr(m,) > 1.5GeV/c

Table 12: The optimized cut values for AY signals chosen with scans demonstrated at
Figure 2.

The reconstructed according to Table 12 and fitted [62] inclusive A) signals found with
every dataset are shown at Figure 5. The corresponding yields are summarized in Table 13.
The signal to background ratio became significantly better, viz. S/B ~ 2.1/1. The fit
results for the AY mass and signal width values extracted from the signal spectra at
Figure 5 are arranged in a Table 14.

To demonstrate the development (or deterioration) of the CDF Trigger and DAQ condi-
tions w.r.t. observed A yields we produced a graph with AY yields obtained with optimal
cuts of Table 12 and normalized to 100 pb~! of every dataset. The upper plot at Figure 6
corresponds to the Table 13. The bottom plot shows the AY signal obtained with optimal
cuts and the total statistics of Periods 0 — 28.
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minimal cuts using the total statistics of Pfods 0 — 28.
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Figure 5: Inclusive mass spectra M(Ap — Afm,, Al — pK~7") with xbhdid, xbhdih,
xbhdii, xbhdij, xbhdik and xbhdfm BStNtuple datasets of Periods 0 through 28 with
GRL, version 34 have been analyzed. The number of candidates N/20 MeV/c? is plotted.
The optimized cuts ¢7(A)) > 0.0200, c7(AD)/ocr > 12.0, |do|(AY) < 0.0080, pr(m, ) >
1.5 GeV/c are applied here. The typical signal to background ratio is S/B ~ 1.8/1.
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BStNtuple | Period | [Ldt, Nsignal( ¢7(AY) Joer > 12,
dataset span pb™! | |do|(AY) < 80 pm, pr(m, ) > 1.5GeV/c)
xbhdid 0 344.78 1997 £ 59
xbhdih 1 -4 397.76 2578 £ 67
xbhdii 5 — 10 | 894.86 2696 £+ 67
xbhdi j 11 — 13 | 703.11 2073 £ 61
xbhdik 14 — 17 | 498.23 1580 £ 52
xbhdfm 18 — 28 | 3159.04 5409 £+ 100

total stat. | 0 — 28 | 5997.79 16333 + 170

Table 13: The yields of inclusive A) signals for every dataset with the optimized cuts
applied. The datasets from Periods 0 through 28 have been used in the analysis with
GRL version 34 applied for the run quality selection.

BStNtuple | Period M(AD), o,
dataset span MeV/c? MeV/c?
xbhdid 0 5619.26 £ 0.59 | 18.97 + 0.58
xbhdih 1 —4 |5619.32£0.55 | 19.03 +0.51
xbhdii 5 — 10 | 5619.20 & 0.53 | 19.46 £+ 0.52
xbhdi j 11 — 13 | 5618.73 £0.58 | 18.91 £ 0.57
xbhdik 14 — 17 | 5619.20 £ 0.66 | 18.64 £ 0.66
xbhdfm | 18 — 28 | 5619.16 + 0.39 | 19.57 £ 0.40

total stat. | 0 — 28 | 5619.15 £ 0.22 | 19.22 + 0.22

Table 14: The fit results for mass values and widths and their statistical errors of inclusive
AY signals for every dataset with the optimized cuts applied. The datasets from Periods
0 through 28 have been used in the analysis with GRL version 34 applied for the run
quality selection. This table corresponds to the Table 13.
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Figure 6: A9 yields per 100 pb™" for A9 signal (upper plot) reconstructed with cuts selected
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BStNtuple datasets of the Periods 0 through 28 are plotted along z- axis. The GRL,
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5 Analysis Cuts: El(:)

The basic track quality criteria for the soft pion track are somewhat loose w.r.t. nominal
tracks contributing to the A) candidate, see a Table 8 of Section 4. The “stand alone”
tracks with the only hits found in SVX II silicon tracker are used as well. The selection
criteria applied to the soft pion track are arranged into a Table 15. Here we are driven
by saving the soft track efficiency.

Track Parameter Analysis Cut
Track Collections Pions

Hit Selection:
COT stereo hits no hits found
COT axial hits no hits found
SVX r — ¢ hits >4

OR

Any of COT, stereo
or axial, hits >1
SVX r — ¢ hits >3
|do| < 0.1cm
pr > 200 MeV/c

Table 15: Eé*)i Candidates: Wift Track Quality Cuts

The optimization of the cuts for the soft pion and a further confirmatiom of the cuts
fixed for the A candidates was performed based on the yield of the Zé*)i Q—value
spectrum, where Q = M(Ajm, ;) — M(A]) —m,. We use S//S+ B as our figure of
merit (FOM), where S is the addition of the yields of ;" and X;*, and B is the integral
of the background function within (Q; —3-07) and (Q2+3-07). Here, Q; = Q(XF), Qy =
Q(Z{fi), and o1 = /I' + 0pes, 00 = V/I'* + 0, are “effective sigmas” built combining the
intrinsic widths of the peaks with the resolution detector from Table 17. We kept fixed
the natural widths of the peaks for convenience reasons to the values predicted by the
formula:
R0
S T 64 M (%)

where f, = ga/fr, ga = 0.75 is the constituent pion-quark coupling, f, = 92 MeV is the
pion decay constant, and the momentum of the pion in the X, center of mass frame is p.
Using this equation we obtain the width values:

|fol? 121

[(%) ~ 7TMeV/c?

and
(X)) ~ 12MeV/c?
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Cut ‘ value
AP analysis cuts, see also Tables 9, 12:

cr(AY) > 200 um
cr(A))/oer > 12.0
do(AD) < 80um
cr(AF — AY) > —150 pum
cr(AF — AY) < 250 pm
pr(m,) > 1.5GeV/c
pr(p) > 0.4GeV/c
pr(K™) > 0.4GeV/c
pr(m™) > 0.4GeV/c
pr(AY) > 4.0GeV/c
pr(Z) > 4.0 GeV/e
Im(AF7™) — m(AY)] < 3-19.22MeV/c?, £30
Prob(x32p) of AY vertex fit | > 0.0001
Tsoft analysis cuts:
COT and SVX II hits see Table 15
|do /0o |(Tsoft) <3.0
pr(Tsoft) > 0.2GeV/c
pT(’/Tsoft) < pT(’/Tb_)

Table 16: Final selection cuts after optimization. See also the Tables 9, 12

Each cut was scanned separately of the other cuts. That means, that for every cut
we perform a scan of it while the other cuts are kept fixed. The scans are performed
in the following way: for each value of the cut being scanning we plot the X}, Q- value
distribution. From this distribution we obtain the FOM as explained above. The efficiency
of the cut at that step of the scan is defined as the ratio of S over S,,.., being S, the
highest yield obtained during the whole scan. At Figures 7 and 8 the scans performed for
several cuts corresponding with the /l,?wgb sign are shown. The Figures 9 and 10 contains
the corresponding plots for the Agﬂgb. The Table 16 shows the final cuts of the analysis
after the optimization. The cuts for A) reconstruction are based on our optimization scans
made with AY signal, see Figure 2 and the Table 12. The cut for the soft pion, namely for
its impact parameter siginificance, |do/04,|(7s0ft), are based on the scans shown at the
Figure 8 and the Figure 10.

5.1 Duplicate Candidates in Zl(:)

The necessary low cut on the soft pion momentum moves the analysis into the realm
where CDF tracking has a lower than 100% efficiency: it is well known that the tracking
reaches a 100% efficiency plateau for pr > 0.4 GeV/c2.

There is a well known issue in the tracking reconstruction: the low pr tracks are prone
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correspond to F.O.M. as a function of cut on a variable in question. Blue triangles (right
scale) show signal “efficiency” as determined from binned fit. Both variables are defined
in the text.
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to be duplicated in the CDF default defTracks track collection.

While the duplicated events with the same run#, event# numbers are rejected with a
special module provided with a BottomMods package, the duplicate E,E*) candidates due
to explained above bug do contribute to the @)-value spectra.

The solution of the problem is not quite elegant but still adequate to the uglyness of the
bug:

e The X\Y* candidates contributing to the @ € (0.0,0.210) GeV/c? spectra at the
final analysis cuts of Table 16 and having within the same run#, event# a partner
conributing to the same spectrum but different by only A Q < 0.3 MeV/c? have been
listed individually for every charge state.

e both lists again have been scanned manually to resolve inconsistencies

— ~ 2.3% of candidates contributing individually to every charge state have been
identified as duplicates

e the combined “bad events” list of pairs, run#, event# containing duplicate candi-
dates has been generated including both charges.

— 265 events having duplicate candidates contributing to the spectra at the anal-
ysis cuts have been identified.

— given the low probability of the track duplicates for nominal tracks with pr >
0.4 GeV/c?, we can estimate the number of events taking the total number of
signal and background combinations in and under the AY peak, to be ~ 25000.

— the fraction of bad candidates to be rejected to exclude track duplicates after
rejection of 265 events from the “bad events” list comprises ~ 2.9%, please see
the Figure 11.

e the events from the “bad events” list have been discarded while spinning over the
final high end flat ntuples - the class has been written and implemented to our high
end analysis codes.

Finally the comparison of @)- value distributions before and after rejection of bad events
is shown at Figure 11.

6 MC Study: Signals Resolution

In this section we describe the MC study aimed to calculate the detector resolution for
our Eé*)i experimentally observed signals.

Our resolution calculations are based on a large statistics Monte Carlo samples. The
exclusive EIS*)JF — Aym3, modes for positive charge states are generated with Bgen with
the natural width of a particular mode set to zero to measure only detector effects. The

output of Bgen is fed into a full detector simulation cdfSim and then reconstructed with
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Figure 11: Comparison of both Eé*)f and ZZE*)JF distributions with (yellow) and without
(blank) candidates rejection.
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State pr, GeV/c? | oy, MeV/c? 09, MeV/c?  fraction, g,
E;_ €(0.2,04) | 1.43+0.08 3.80+0.48 0.7240.05
E;_ > 0.4 1.06 £0.05 2.48+0.20 0.7340.05
E;_ > 0.2 1.174+£0.04 2924020 0.7040.04
E;+ €(0.2,0.4) | 1.54+£0.08 4.24+£0.25 0.60£0.04
2;+ > 0.4 1.324+0.04 3.124+0.23 0.794+0.04
E;+ > 0.2 1.40£0.03 3.80+0.17 0.734+0.02

Table 17: Resolution of the detector for ZE*H signals. The same values are used for

both charge modes, Z,E*)i. The double Gaussian parameters o2 and relative fraction
of the first, narrow core Gaussian, g; are listed in the table. The values quoted for
pr > 0.2 GeV/c? will be plugged into a fitter.

State pr, GeV/c* | 01, MeV/c? fraction, g,
oF 502 148+ 0.02 1.0, fixed,
z >0.2 1.59 £0.02 1.0, fixed.

Table 18: Resolution of the detector for X é*)Jr signals for the case when the single Gaussian
fit is applied to the detector response shape. The values can be usefull later for systematics
evaluations.

ProductionExe. We use the CDF realistic Monte Carlo software arranged into a standard
CDF MC tarball from patch r of CDF software release of version 6.1.4mc and packaged
by Dr. Rick Tesarek (FNAL) for CDF B-Physics specific analyses. The bottom baryon
momentum spectra are reweighted and corrected according to the experimental ones.
The reconstructed MC data are used as input to BottomMods CandsExe, version 80
executable to ntuplelize the reconstruction data into BStNtuple. The final BStNtuple
files are analized and the detector response spectra are fitted with Gaussians.

The Figure 12 shows the shape of the CDF detector response for X, signals and the
Figure 13 shows the response to X;*. The distribution is fitted with a sum of a double
Gaussian function and a constant to account for a possible tiny combinatorial contribution.
The results of the fits for both states are arranged in the Table 17. We will use the
resolution model fitted with MC data for the soft pion momentum pr(msp) > 0.2 GeV/c?,
what corresponds to our analysis cut, please see the last plots at both Figure 12 and
Figure 13 and take a note of the third and sixth lines in the Table 17.

The simulated mass difference or ()-value resolution lines have also been subjected to a
single Gaussian fits for possible systematics estimates which could be made later. The
Figure 14 shows the results of the fit with single Gaussian. The fit quality is bad, the fit
results are arranged in a small Table 18.
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Figure 12: The response of the CDF detector to the X, signals after the generated with the
zero natural width modes X7 — Adw ¥, are snnulated reconstructed and ntuplelized. The

analysis cuts are applied. The Q- Value spectrum, where Q = M (A7™) —

M(Ay) —

m7T7

is subjected to a fit with a double Gaussian plus a constant.
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Figure 14: The response of the CDF detector to the X" signals after the gener-
ated with the zero natural width modes Y;* — A)my, are simulated, reconstructed
and ntuplelized. The analysis cuts are applied. The Q-value spectrum, where
Q= M(Art) — M(AY) —m,, is subjected to a fit with a single Gaussian plus a con-
stant.

7 Description of the Fit

In this section we describe the assumed models to describe the signal and the background
in our fitter. We fit the modes Ab7r2 and AY 71’2 separately using two unbinned negative
likelihood fits. The model of our experimental spectra consists of two additive parts: a
background and a signal. The fitter contains a number of floating parameters.

7.1 Signal Model

The expected Z,E*) signals structure for both AYwf and /lb7r2 mode consists of two
peaks corresponding to X (J¥ = 1%/2) and X;* (JIB = 3% /2) candidates.

Since both states are produced at @ ~ 50 MeV/ c? and Q ~ T0MeV/c?, ie. very close
to the threshold the signal shape should be modeled with non-relativistic Breit-Wigner
function. Henceforth every signal of both X,(i = 1) and X} (i = 2) states is modeled by
a non-relativistic Breit-Wigner function with its width I', see Eq. 2. The Breit-Wigner
function is convoluted with the @-value resolution parameterized by two Gaussians (see
Eq. 1) taken with their widths oy and weights g1, (1 — ¢1) according to Monte-Carlo
simulation studies. The Gaussian resolutions are listed in the Table 17 of the Section 6.

S(Q;Qo,I',01,91,00) = BW(Q; Qo,T') ® (91-G(q;0,01) + (1 —g1)-G(q;0,02)) (1)

where non-relativistic Breit-Wigner ( Eq. 2 ) and Gaussian ( Eq. 3 ) resolution functions
are well known as

/2w
(@ = Qo)* = (I'/2)*’
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1 q2
o (—5) 3)

7.1.1 P-Wave Modified Breit-Wigner Function

G(q;0,0) =

The soft pion in strong decay modes is emitted in a P-wave. We follow the approach
proposed by the very same J. D. Jackson in times of strange resonance [55] [56] discoveries.
The approach has been employed also by CLEO Collaboration in their analyses on .
charm baryons [57] [58]. The signal shape reconstructed in P-wave modes is asymmetrical
and biased towards the higher masses due to a well known in nuclear physics “centrifugal
factor” or for our case P-wave factor. To correct out the effect the natural width I' in

the Breit-Wigner function is factorized with a phenomenological term ( 5;*5) , where

pt, p29 are the momenta of an emitted in a Eé*) rest frame soft pion 7 off and at the
resonance pole mass value.
That is for our case, L = 1, (please see [8] for kinematic equations):

£\ 3
D
[(Q;Qo,To) = To- (p*o) ; (4)
Q = Mg — My —ma,
Qo = mass at the pole, i.e. fit parameter,
'y = -corrected width i.e. fit parameter,

B B (Q+MA(bJ+mW)2—MA22+mW2
Q) = 2-(Q+ My + my) ’

pi(Q) = /(B —mz?),

M pp(Table 14) = 5.619150 GeV/c?,
m.(PDG[8]) = 0.13957018 GeV/c?

The shape of the BW(Q; Qo, ") with I" modified according to Equation 4 is shown at the
Figure 15. The convolution is shown as well. The asymmetry becomes visible with a
larger width of I'y = 20 MeV.

The width in the Breit-Wigner function is now a variable, i.e. Voigtian ana-
lytical expression can not be used in the fitter and a price has to be paid.

7.2 Phase Space Motivated Background Model

As resonances Zé*) are observed and reconstructed in a typical two-body strong decay
modes with a soft pion 7y, and have masses close to a threshold of a reaction we propose
to use a background model which is kinematic motivated.

The 2-body decay rate following [8] is expressed by

1 p5|
39772 ’ |A|2 ’ ’ dQ? (5)

dr = o
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where M is a mass of initial state decaying with an amplitude A to a lower one m

and emitting a soft pion of p; momentum. Assuming the decay proceeds very near the

threshold of m+m,, with m ~ M, m, < M, one can approximate the decay pion energy

like

M?* —m? +m?
2- M

Hence the soft pion momentum in a rest frame of a mass M can be written as

E. = ~M—m=Am

pe = J(Am)* — .2

Therefore the phase space factor near the decay threshold is behaving like

‘p_::r‘ 2
e \/(Am) — my,? (6)
We have deduced the term which is used by many experiments (see for example CLEO
analysis [59]) to describe a combinatorial background of 2-body reactions near the thresh-
old when the reactions are analyzed in a mass difference spectra. Some groups modify
this term to

((Am)* — mg*)®

or to
((Am) = mz)*

with fits expected to yield a ~ 0.5.
Following the Equation 6 we consider several kinematic motivated forms to describe the
background for our case

BGR(Q; thr,C,bi,by) = /(Q +mg)2 — thr?- (C +b- Q+by- (2-Q* = 1)) (7)

BGR(Q;thr,C,bi, b)) = ((Q +mx)* — thr®)® - (C +bi- Q+by- (2-Q* —1)) (8)
BGR(Q;thr, f,C.b1) = f-\/(Q+mx)? — thr2 +C +b;- Q 9)

where C, by and by are the polynomial (Chebyshev) coefficients, thr is a threshold (a
mass of a pion) which might be considered as a fit parameter and f is a coefficient of a
kinematic threshold term applied additively in a form 9.

We consider our base background model to be a form 8 with parameters

parameter fixed to thr = 0.140

parameter fixed to a = 0.5

as the fitter is expected to run with extended likelihood, one of a polynomial coef-
ficients will also be fixed, namely by

With these fixed parameters a form 8 is actually equivalent to form 7.
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7.3 Full PDF Function
(*) (%)=

Finally, the full model for ()—value spectra of every isospin partner state X, + 2
describes two peaks sitting on top of a smooth background with a threshold behavior.
The next negative logarithm of a likelihood function (or NLL) is going to be minimized
by MINUIT over an unbinned sample of N, "observed” experimental events:

Nobs
—log (£) = =Y 10g(Na:S14NezSa+Ny- BGR)+(Nay+ N+ Ny) = Nopo-log (Nay + Noa + N)
k=1
(10)
The NLL function is individually constructed for the spectrum with ;" and X} signals
and for the spectrum with X~ and X}~ signals. The fits (i.e. a minimization of NLL) over

unbinned ensemble of experimental ()—value, Q) (évjl) are performed for every charge
state separately. The notations of Equation 10 are commented below:

5 = S(Qk;Q01;F01,0117911,U21)

— Qo is the pole mass value for the s; or X)7 (X,") signal, floating parameter.
— D¢y is the natural width value for the s; or X} (X,") signal, floating parameter.

— 011, 091 are the narrow core and wide contribution Gaussian widths with the
relative weights of ¢g11, (1 —g11). These are parameters calculated from Monte-
Carlo and fixed in fits.

— Ny is the floating yield of X;" (X,°) signal

° 5 = S(QkéQ02,F027012,912,U22)

— Qo is the pole mass value for the sy or i (X77) signal, floating parameter.
— T'g2 is the natural width value for the sy or ;" (277) signal, floating parameter.

— 091, 099 are the narrow core and wide contribution Gaussian widths with the
relative weights of ga1, (1 —g21). These are parameters calculated from Monte-
Carlo and fixed in fits.

— Nj is the floating yield of X} (277) signal
e BGR = BGR(Qy;thr,C, ...), the background form from Eq. 8.

— thr = 0.140 is the threshold factor parameter, to be fixed in the fitter.

— (), by, by are the polynomial coefficients, where by will be fixed to propagate the
normalization to N, with only C, b; to be left floating in the fits.

— N, is the floating yield of a background contribution. The sum of fitted yields,
N4 + Ny + Ny, is the Poisson mean value of total observed statistics of N
events for the particular candidates 2,7, X" or X, X7~ corresponding to
isospin triplets X, and Xjy.
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e The total number of floating parameters in the fit per every individual
charge state is 9.

As the Breit-Wigner width became dependent from @ the convolutions has to be made
numerically. Moreover all likelihood fits must be unbinned. Fortunately since recent
versions of ROOT (we are using a ROOT version 5.26, production) the numerical convo-
lutions can be done using Fast Fourier Transformation technique provided in a binded
RooFit, version 3.12 package as well.

8 Statistical Tests of the Fitter

The complex structure of the fit model with numerical convolutions, the need to run the
unbinned likelihood fits to avoid the bin size bias especially for the natural width fits
requires to test the fitter performance running the fitter over many spectra generated
according to the experimentally motivated parameters.

8.1 Toy MC with Input Values from Data Fits: Period 0 - 26.

The @-value spectra individually for Z]IS*)_ — Ay, and for E,S*)Jr — Agwgb are generated
according to the full baseline fit model consisting of the signal expressed by Eq. 1 with
Eq. 4 on top of the background expressed by a form in Eq. 8. The input values the
statistical trials (or “toy MC” samples) have been generated with for every state E,E*)i are
arranged in a Table 19. The values specified in the table correspond to the experimental
data results yielded by an unbinned fitter for the data sample comprising run Period 0
through run Period 26.

The RooFit (version 3.12) manager class RooMCStudy has been used to generate and
fit the toy MC @Q-spectra within the same Grid job segment. The fit parameter data
contained in RooDataSet are persistified in an output file in every job segment. The
persistified objects are analyzed and statistics is added offline. 10000 trials and unbinned
likelihood fits have been produced for both EIS*)_ and Zé*H.

The next 9 parameters Qo1, I'o1, Ng1, Qo2, ['02, Nso, C, by and N, are left floating in the
fits, while the other ones from the Table 19 are fixed to its originally generated values.
Only converged in MIGRAD unbinned likelihood fits are saved. The parabolic errors are
calculated by HESSE.

8.1.1 Performance Plots: EI(O*)_

The distribution of all converged —log(LH) is shown on the upper plot of Fig. 16 with
the experimental data value overlapped. The perfect Gaussian shape is observed with the
mean value practically the same as the experimental data fit yields. The bottom 2 x 2 plot
of the same Fig. 16 demonstrates a fitter performance for a first peak Qg (left column)
and width [y; (right column) values.
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Signal parameters ‘ b3 R My, St My,

X, pole, Qo1, MeV/c? 56.3 51.7
X, width, Tg; MeV/c? 5.74 8.4
X, yield, Ny 359 398
X, resolution, o1; MeV/c? 1.17 1.17
X, resolution, g9 MeV/c? 3.00 3.00
Eb fraction of 011, 911 0.92 0.92
¥ pole, Qo2, MeV/c? 75.8 72.8
2% width, Toe MeV/c? 7.00 11.4
27 yield, Ny 509 756
X% resolution, o1y MeV/c? 1.17 1.17
X% resolution, 099 MeV/c? 3.00 3.00
El;k fraction of 012, J12 0.88 0.88
Background, thr 0.140 0.140
Background, « 0.5 0.5
Background, C 4.0 4.0
Background, b, —3.55 —4.23
Background, by 3.15 2.89
Background yield, N, 13035 12400

Table 19: The list and values of the fit model parameters set to generate statistical trials
or “toy MC” Q- spectra for both Eé*)_ and Eé*)’L.
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The fitter response to Qo2 and I'g; is shown at Fig. 17. The distributions and pulls of the
fitted yields, N4, Ny are at Fig. 18.

The results on absolute differences extracted from plots are summarized in a Table 20.
For possible bias estimates we use the statistical means and RMS since the number of the
statistical trials, 10000, is pretty high.

Signal parameters | Stat. Mean ‘ Mean—Orig. ‘ Stat. RMS

X, pole, Qo1, MeV/c? 56.31 0.02 0.62
2, width, I'g N[eV/C2 5.61 —0.14 1.94
T yield, Ny, 355 4 67
X7~ pole, Qua, MeV/c? 75.83 0.03 0.57
X, width, T'og N[eV/C2 7.05 0.05 1.86
X, yield, Ny 513 4 78

Table 20: Eé*)_ fitter performance: the absolute differences of the fitted values and their
originally preset (see Table 19) values as extracted from high-statistics “toy MC” study
of 10000 generated and fitted trials.

The results on pulls extracted from plots and fits are summarized in a Table 21.

Signal parameters ‘ Stat. Mean ‘ Stat. RMS ‘ Gauss. ‘ Gauss. o

X, pole, Qo1, MeV/c? —0.06 1.05 —0.02+£0.01 | 1.02 +0.01
X width, Tg; MeV/c? —0.31 1.06 —0.02£0.02 | 0.98 +0.02
X, yield, Ng —0.18 1.02 —0.08 £0.01 | 0.93 +0.01
X7 pole, Qo2, MeV/c? 0.02 1.04 0.04 +0.01 | 1.02+0.01
X7~ width, Ty MeV/c? —0.18 1.05 0.13£0.02 | 1.00 £ 0.03
X~ yield, Ny —0.05 1.02 0.02£0.01 | 0.98+0.01

Table 21: E&E*)_ fitter performance: the pull distributions and their fits with Gaussian.

The data in Table 20 show the possibility of slight shift in I'g; but still much smaller
than the statistical fit error. The longer positive tail of the I'g; fitted values distribution
w.r.t. the shorter negative one (and an inverse behavior at pull distribution plots) can
be explained by the expected correlation of I'g; with Ng;. The stability of the fitter is
assured by Gaussian o or its RMS analog being always very close to unit.

8.1.2 Performance Plots: EI(D*H

The distribution of all converged —log(LH ) is shown on the upper plot of Fig. 19 with
the experimental data value overlapped. The perfect Gaussian shape is observed with the
mean value practically the same as the experimental data fit yields. The bottom 2 x 2
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Figure 16: The upper plot shows the distribution of N LL resulted by unbinned LH fits of
10000 trials. X, statistical trials for Qg1, GeV/c? and for T'g; GeV/c? yielded the bottom
plots showing the distribution of fitted values and their pulls.
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plot of the same Fig. 19 demonstrates a fitter performance for a ;% peak at Qu; (left
column) and its width I'g; (right column).

Results for other measurables can be found in the Fig. 20, 21.

The results on absolute differences extracted from plots are summarized in a Table 22.
For possible bias estimates we use the statistical means and RMS since the number of the
statistical trials, 10000, is pretty high.

Signal parameters | Stat. Mean ‘ Mean—Orig. ‘ Stat. RMS

X" pole, Qo1, MeV/c? 51.79 0.09 0.98
E;_ width, 'y MeV/02 8.48 —0.02 3.27
XF yield, Ng 402 4 96
7% pole, Qua, MeV/2 | 72.84 0.04 0.72
EZ+ width, Tge MeV/c? 11.42 —0.04 2.95
I vield, Ny 757 1 107

Table 22: EIS*)+ fitter performance: the absolute differences of the fitted values and their
originally preset (see Table 19) values as extracted from high-statistics “toy MC” study
of 10000 generated and fitted trials.

The results on pulls extracted from plots and fits are summarized in a Table 23.

Signal parameters | Stat. Mean ‘ Stat. RMS \ Gauss. ‘ Gauss. o

X" pole, Qo1, MeV/c? —0.07 1.07 0.03+0.01 | 0.98+0.01
Elf width, Ty MeV/c2 —0.28 1.11 0.10£0.02 | 1.04 £0.03
E; yield, Ng —0.12 1.10 —0.01£0.02 | 1.024+0.01
X pole, Qo2, MeV/c? —0.02 1.03 0.034+0.01 | 1.0040.01
E;Jr width, Ty Me\/'/c2 —0.21 1.04 0.114+0.02 | 1.01 +£0.03
it yield, Ny —0.09 1.02 —0.02£0.01 | 0.96 + 0.01

Table 23: EzE*H fitter performance: the pull distributions and their fits with Gaussian.

The data in Table 22 show practically no bias in masses, widths or yields for Eé*H Q-
spectra. The longer positive tail of the I'g; fitted values distribution w.r.t. the shorter
negative one (and an inverse behavior at pull distribution plots) can be explained by the
unavoidable lower limit Tg; > 0.5MeV/c? set in the fitter. The stability of the fitter is
assured by Gaussian ¢ or its RMS analog being always very close to unit. The tails have
a Gaussian behavior. The fitter performed stable and peaceful over a large number of
10000 trials consuming ~ 1.7 — 2.0 CPU minutes per trial.
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Figure 19: The upper plot shows the distribution of N LL resulted by unbinned LH fits of
10000 trials. X" statistical trials for Qo1, GeV/c? and for T'g; GeV/c? yielded the bottom
plots showing the distribution of fitted values and their pulls.
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Figure 20: X;" 10000 statistical trials for Qg2, GeV/c* and for Toy GeV/c?. The plots
show the distribution of fitted values, their fit errors and their pulls resulted from the
same toy MC samples.
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8.2 Toy MC with Input Values from a Base-line Fit with Data
of Periods 0 — 28

The input values the statistical trials (or “toy MC” samples) have been generated with

for every state Zé*)i are arranged in a Table 24. The inputs correspond to our baseline fit
made with the data with the duplicate candidates events rejected, see the Tables 34, 35, 37

Signal parameters ‘ b5 My, J5 R My,

Xy, pole, Qo1, MeV/c? 56.22 52.03
X, width, Tg; MeV/c? 4.5 8.7

5, vield, N, 324 443

X2, resolution, o1; MeV/c? 1.17 1.17
Xy, resolution, g9 MeV/c? 2.92 2.92

Eb fraction of 011, 911 0.70 0.70
¥ pole, Qo2, MeV/c? 75.79 72.72
2 width, Toe MeV/c? 7.3 11.0
X yield, Ngo 530 781

2% resolution, oo MeV/c? 1.40 1.40
X% resolution, 099 MeV/c? 3.80 3.80
Xy fraction of 012, g12 0.73 0.73
Background, thr 0.140 0.140
Background, « 0.5 0.5

Background, C 4.01 4.20
Background, b, —3.55 —-4.71
Background, by 3.12 2.89
Background yield, N, 13621 12883

Table 24: The list and values of the fit model parameters set to generate statistical trials
or “toy MC” Q- spectra for both E,E*)_ and Zb*)+ given the results of the baseline fit with
experimental data from Periods 0 - 28 and with the duplicate candidates events rejected,
see the Tables 34, 35, 37

7000 trials and unbinned likelihood fits have been produced for both Eé*)_ and Eé*H.
Only converged in MIGRAD unbinned likelihood fits with return code 0 are saved. The
parabolic errors are calculated by HESSE.

8.2.1 Performance Plots: E,(:)_

The distribution of all converged —log(LH) is shown on the upper plot of Fig. 22 with
the experimental data value overlapped. The perfect Gaussian shape is observed with the
mean value practically the same as the experimental data fit yields. The bottom 2 x 2
plot of the same Fig. 22 demonstrates a fitter performance for a first X, peak Qo1 (left
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column) and width ['g; (right column) values. The similar plots are shown at a Fig. 23 for
the second, X}~ peak. The fitter response to yields with their pulls is shown at Fig. 24.
The results on absolute differences extracted from plots are summarized in a Table 25.
For possible bias estimates we use the statistical means and RMS since the number of the
statistical trials, 7000, is pretty high.

Signal parameters | Stat. Mean ‘ Mean—Orig. ‘ Stat. RMS

X, pole, Qo1, MeV/c? 56.25 0.03 0.66
2, width, I'g N[eV/C2 4.43 —0.07 2.1
X, yield, Ny, 323 1 69
X7~ pole, Qua, MeV/c? 75.84 0.05 0.71
X, width, T'og N[eV/C2 7.32 0.02 1.06
X, yield, Ny 532 2 89

Table 25: Eé*)_ fitter performance: the absolute differences of the fitted values and their
originally preset (see Table 24) values as extracted from high-statistics “toy MC” study
of 7000 generated and fitted trials.

The results on pulls extracted from plots and fits are summarized in a Table 26.

Signal parameters

‘ Stat. Mean ‘ Stat. RMS ‘ Gauss. p ‘ Gauss. o

X, pole, Qo1, MeV/c? —0.05 1.07 0.05£0.02 | 0.99 £ 0.02
X width, To; MeV/c? —0.27 1.07 0.02+=0.02 | 1.02 £ 0.03
X, yield, Ng —0.14 1.06 0.04 £0.02 | 1.01 £0.03
X7~ pole, Qua, MeV/c? 0.02 1.04 0.05+=0.02 | 1.00 £ 0.02
2~ width, Ty MeV/c? —0.21 1.06 0.07£0.02 | 1.02 £ 0.03
X~ yield, Ny —0.09 1.04 0.06 £0.02 | 1.01 £0.03

Table 26: E&E*)_ fitter performance: the pull distributions and their fits with Gaussian.

The data in Table 25 show the possibility of slight shift in I'g; but still much smaller
than the statistical fit error. The longer positive tail of the I'g; fitted values distribution
w.r.t. the shorter negative one (and an inverse behavior at pull distribution plots) can
be explained by the fact that parabolic errors are not quite right and the MINOS errors
would do a better job. Another important factor is the expected positive correlation of
the fitted widths with the corresponding fitted yields. Unfortunately the CPU time of
fits with full MINOS is prohibitive, 10 — 15 CPU (2.8 GHz) minutes per trial. Still the
stability of the fitter is assured by Gaussian o or its RMS analog being always very close
to unit. The tails have a Gaussian behavior. The fitter performed stable and peacefully
over a large number of 7000 trials consuming ~ 1.7—2.0 CPU (2.8 GHz)minutes per trial.
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Figure 22: The upper plot shows the distribution of N LL resulted by unbinned LH fits of

7000 trials. X statistical trials for Qg1, GeV/c? and for T'g; GeV/c? yielded the bottom
four plots showing the distribution of fitted values and their pulls.
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Figure 23: X~ 7000 statistical trials for Qp2, GeV/c? and for gy GeV/c?. The plots show
the distribution of fitted values and their pulls resulted from the same toy MC samples.
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8.2.2 Performance Plots: ESH

The distribution of all converged —log(LH) is shown on the upper plot of Fig. 25 with
the experimental data value overlapped. The perfect Gaussian shape is observed with the
mean value practically the same as the experimental data fit yields. The bottom 2 x 2
plot of the same Fig. 25 demonstrates a fitter response for a X} peak at Qo (left column)
and its width Tg; (right column). Result of this study for X" is in the 26 and the fitter
response for yields is shown at 27.

The results on absolute differences extracted from plots are summarized in a Table 27.

Signal parameters ‘ Stat. Mean ‘ Mean—Orig. ‘ Stat. RMS

F pole, Qo1, MeV/c? 52.07 0.04 1.09
5 width, To; MeV/¢2 8.71 0.01 3.57
Xt yield, Ny, 444 1 106
S5 pole, Qoz, MeV/e? 72.75 0.03 0.77
i width, Loy MeV/c? 11.13 0.13 2.93
S5 yield, Ny 785 4 120

Table 27: Zé*)+ fitter performance: the absolute differences of the fitted values and their
originally preset (see Table 24) values as extracted from high-statistics “toy MC” study
of 7000 generated and fitted trials.

The results on pulls extracted from plots and fits are summarized in a Table 28.

Signal parameters ‘ Stat. Mean ‘ Stat. RMS ‘ Gauss. [ ‘ Gauss. o

57 pole, Qo1, MeV/c? —0.11 1.08 —0.02+0.02 | 1.02 £ 0.01
XF width, To; MeV/c? —0.28 1.11 0.08+0.02 | 1.07£0.03
Elf yield, N —0.12 1.10 0.06 £0.03 | 1.08 & 0.04
Xt pole, Qua, MeV/c? 0.01 1.03 0.04 +£0.02 | 1.00 £0.03
X7t width, Too MeV/c? —0.16 1.03 0.13+0.02 | 1.07£0.03
X0 yield, Ngo —0.08 1.03 0.09+0.03 | 1.04 £0.04

Table 28: E,S*)Jr fitter performance: the pull distributions and their fits with Gaussian.

The data in Table 27 show practically no bias in masses, widths or yields for EZE*H Q-
spectra. The longer positive tail of the ['gy fitted values distribution w.r.t. the shorter
negative one (and an inverse behavior at pull distribution plots) can be explained by
the naturally expected positive correlation with the yield and by parabolic errors. The
stability of the fitter is assured by Gaussian o or its RMS analog being always very close
to unit. The tails have a Gaussian behavior. The fitter performed stable and peaceful
over a large number of 7000 trials consuming ~ 1.7 — 2.0 CPU (2.8 GHz) minutes per
trial.
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Figure 25: The upper plot shows the distribution of N LL resulted by unbinned LH fits of
7000 trials. X" statistical trials for Qo1, GeV/c? and for I'g; GeéV/c? yielded the bottom
plots showing the distribution of fitted values and their pulls.
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Figure 26: X" 7000 statistical trials for Q21, GeV/c? and for gy GeV/c?. The plots show
the distribution of fitted values and their pulls resulted from the same toy MC samples.
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Figure 27: Zé*H 7000 statistical trials for yields Ng; and Ng. The plots show the dis-
tribution of fitted values, their fit errors and their pulls resulted from the same toy MC
samples.
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8.3 Toy MC with )y Input Values Shifted by ~ 1 -1y w.r.t. a
Base-line Fit

In this Chapter we present the results of a further fitter stability studies when the input
o values are moved down and up in the next way:

e for 215*)73 Qo102 = Qo1,02— ~ o102

e for EIS*)+3 Qo102 = Qo102+ ~ L'o1,02

The input values are arranged in a Table 29.

Signal parameters ‘ Eé*)_ — Agwgb ZIE*H — Agw;b
Xy pole, Qo1, MeV/c? 50.0 61.0
Xy width, Tg; MeV/c? 4.5 8.7
5, yield, Ny, 324 443
X2 resolution, o1; MeV/c? 1.17 1.17
X0y, resolution, g9 MeV/c? 2.92 2.92
Eb fraction of 011, 911 0.70 0.70
¥ pole, Qo2, MeV/c? 70.0 82.0
5 width, Tgs MeV/c? 7.3 11.0
27 yield, Ny 530 781
X% resolution, oo MeV/c? 1.40 1.40
X% resolution, 099 MeV/c? 3.80 3.80
Xy fraction of 012, ¢12 0.73 0.73
Background, thr 0.140 0.140
Background, « 0.5 0.5
Background, C 4.01 4.20
Background, b, —3.55 —-4.71
Background, by 3.12 2.89
Background yield, N, 13621 12883

Table 29: The list and values of the fit model parameters set to generate statistical trials
or “toy MC” Q- spectra for both Zé*)f and E,E*H with the pole values moved down for

Elg*)_ and up for EIS*)+ w.r.t. to the baseline fit.

7000 trials and unbinned likelihood fits have been produced for both Eé*)f and Eé*H.
Only converged in MIGRAD unbinned likelihood fits with return code 0 are saved. The
parabolic errors are calculated by HESSE.

8.3.1 Performance Plots: 21(3*)7

The distribution of all converged —log(LH) is shown on the upper plot of Fig. 28 with
the experimental data value overlapped. The perfect Gaussian shape is observed with the
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mean value practically the same as the experimental data fit yields. The bottom 2 x 2
plot of the same Fig. 28 demonstrates a fitter performance for a first X," peak Qo; (left
column) and width I'g; (right column) values. The similar plots are shown at a Fig. 29 for
the second, 2~ peak. The fitter response to yields with their pulls is shown at Fig. 30.
The results on absolute differences extracted from plots are summarized in a Table 30.
For possible bias estimates we can use the statistical means and RMS since the number
of the statistical trials, 7000, is pretty high.

Signal parameters ‘ Stat. Mean ‘ Mean—Orig. ‘ Stat. RMS

2, pole, Qo1, MeV/& 50.04 0.04 0.65
X, width, T'; N[eV/C2 4.32 —0.18 2.0
T yield, Ny, 317 7 66
X7 pole, Qo2, MeV/c? 70.04 0.04 0.70
Xy~ width, T'go MeV/c? 7.34 0.04 2.38
X, yield, Ny, 532 2 88

Table 30: Shifted input Q12 values and the corresponding Eé*)f fitter response: the

absolute differences of the fitted values and their originally preset (see Table 29) values
as extracted from high-statistics “toy MC” study of 7000 generated and fitted trials.

The results on pulls extracted from plots and fits are summarized in a Table 31.

Signal parameters ‘ Stat. Mean ‘ Stat. RMS ‘ Gauss. ‘ Gauss. o

X, pole, Qo1, MeV/c2 —0.02 1.07 0.03£0.02 | 1.01 &0.02
X, width, To; MeV/c? —0.33 1.07 —0.07£+0.02 | 0.98 +0.03
Y, yield, Ng —0.22 1.03 —0.09 £0.02 | 0.99 +0.03
=5 pole, Qoz, MeV/c? 0.003 1.03 0.04£0.01 | 1.0l £0.01
Xy~ width, Ty MeV/c? —0.19 1.04 0.07£0.02 | 1.00 £ 0.03
X, yield, Ny —0.09 1.03 0.04 £0.02 | 1.03+£0.03

Table 31: Zé*)f fitter performance: the pull distributions and their fits with Gaussian.

The data in Table 30 show the possibility of slight shift in I'g; but still much smaller
than the statistical fit error. The longer positive tail of the I'y; fitted values distribution
w.r.t. the shorter negative one (and an inverse behavior at pull distribution plots) can
be explained by the fact that parabolic errors are not quite right and the MINOS errors
would do a better job. Another important factor is the expected positive correlation of
the fitted widths with the corresponding fitted yields. Unfortunately the CPU time of
fits with full MINOS is prohibitive, 10 — 15 CPU (2.8 GHz) minutes per trial. Still the
stability of the fitter is assured by Gaussian o or its RMS analog being always very close
to unit. The tails have a Gaussian behavior. The fitter performed stable and peacefully
over a large number of 7000 trials consuming ~ 1.7—2.0 CPU (2.8 GHz)minutes per trial.
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Figure 28: Shifted down input (g values: the upper plot shows the distribution of NLL
resulted by unbinned LH fits of 7000 trials. X, statistical trials for Qn;, GeV/c? and for
To; GeV/c? yielded the bottom four plots showing the distribution of fitted values and
their pulls.
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Figure 29: Shifted up input Qg values: X~ 7000 statistical trials for Qpa, GeV/c? and
for Tgs GeV/c?. The plots show the distribution of fitted values and their pulls resulted
from the same toy MC samples.
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8.3.2 Performance Plots: ESH

The distribution of all converged —log(LH) is shown on the upper plot of Fig. 31 with
the experimental data value overlapped. The perfect Gaussian shape is observed with the
mean value practically the same as the experimental data fit yields. The bottom 2 x 2
plot of the same Fig. 31 demonstrates a fitter response for a X} peak at Qo (left column)
and its width Tg; (right column). Result of this study for X} is in the 32 and the fitter
response for yields is shown at 33.

The results on absolute differences extracted from plots are summarized in a Table 32.

Signal parameters ‘ Stat. Mean ‘ Mean—Orig. ‘ Stat. RMS

5 pole, Qo1, MeV/c? 61.07 0.07 1.03
5 width, To; MeV/c? 8.71 0.01 3.52
¥ yield, Ny 447 4 107
S5 pole, Qoz, MeV/e? 82.03 0.03 0.78
5+ width, Ty MeV/c? 11.05 0.05 2.96
S5 yield, Ny 785 4 121

Table 32: Zé*)+ fitter performance: the absolute differences of the fitted values and their
originally preset (see Table 29) values as extracted from high-statistics “toy MC” study
of 7000 generated and fitted trials.

The results on pulls extracted from plots and fits are summarized in a Table 33.

Signal parameters | Stat. Mean ‘ Stat. RMS ‘ Gauss. [ ‘ Gauss. o

57 pole, Qo1, MeV/c? —0.07 1.06 0.03 £0.01 | 0.08+0.01
5 width, Top MeV/c? —0.28 1.09 0.07 £ 0.02 | 0.95+0.03
¥ yield, Ny —0.13 1.08 0.002 £ 0.02 | 0.96 & 0.01
T F pole, Quz, MeV/E | —0.007 1.03 0.02£0.02 | 1.01 £0.02
it width, Top MeV/e2 | —0.20 1.06 0.12+£0.03 | 1.15 £ 0.05
i yield, Na —0.08 1.04 0.03 £0.02 | 0.95 £ 0.02

Table 33: E,S*)Jr fitter performance: the pull distributions and their fits with Gaussian.

The data in Table 32 show practically no bias in masses, widths or yields for EZE*H Q-
spectra. The longer positive tail of the ['gy fitted values distribution w.r.t. the shorter
negative one (and an inverse behavior at pull distribution plots) can be explained by
the naturally expected positive correlation with the yield and by parabolic errors. The
stability of the fitter is assured by Gaussian o or its RMS analog being always very close
to unit. The tails have a Gaussian behavior. The fitter performed stable and peaceful
over a large number of 7000 trials consuming ~ 1.7 — 2.0 CPU (2.8 GHz) minutes per
trial.
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Figure 31: The upper plot shows the distribution of N LL resulted by unbinned LH fits of
7000 trials. X" statistical trials for Qo1, GeV/c? and for I'g; GeéV/c? yielded the bottom
plots showing the distribution of fitted values and their pulls.
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Figure 32: X" 7000 statistical trials for Q21, GeV/c? and for gy GeV/c?. The plots show
the distribution of fitted values and their pulls resulted from the same toy MC samples.
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Figure 33: Zé*H 7000 statistical trials for yields Ng; and Ng. The plots show the dis-
tribution of fitted values, their fit errors and their pulls resulted from the same toy MC

samples.
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8.4 Fitter Systematic Uncertainty

Based on our studies with different input conditions for our baseline fitter we conclude

9

e the fitter response is stable w.r.t. to various input values

e the fitter response to Qp1, Qo2 has no bias and reveals Gaussian pulls with

o~1.0

the fitter response to widths, ['g;, T'go is stable with pulls having ¢ ~ 1.0. There is a
typical positive tail in both I'g; and I'gy distribution causing a small bias. The tail
is due to the fit correlations between widths and yields. This correlation is natural
and expected. Additional asymmetry in pull distribution (negative tail) is caused
by the fitter producing only parabolic errors only (HESSE) what is set due to CPU
time considerations.

We set the systematic uncertainty of width measurements, I'g; and gy due to the
fitter according to Tables 26, 28:

— for X": toy MC shows 0.02 4 0.02, no bias, see Table 26

— for ;7 toy MC shows 0.07 positive bias, see Table 26

— for 2% toy MC shows 0.08 positive bias, see Table 28

— for X;": toy MC shows 0.13 positive bias, see Table 28
In order to be conservative, we assign for all the widths a systematic error using
the highest observed bias, that is, the value 0.13 from the X;*. For every state, we

quote the systematic error:
—0.13 - O stat

The fitter response and pulls for fitted yields of signals are pretty Gaussian, still
with some less pronounced positive tails due to the fit correlation with widths. The
bias is negligible in this case.

Baseline Fit with Data Taken at Run Periods O -
28

Our full baseline fit model consists of the signal expressed by Eq. 1 with Eq. 4 on top of the
background expressed by a form in Eq. 8. The details and performance of the unbinned
fitter are thoroughly covered in the Section 7. The fit is unbinned and being run in an
extended mode as shown in Eq. 10. The list of parameters in the fit is arranged into the
Table 34. The 9 floating parameters are subjected to fit with other 9 parameters fixed.
The Q- spectrum of 215*)_ and - spectrum of EZS*)JF are subjected to the fit independently.
The Q- value fit range is set to be @ € (0.003, 0.210) GeV/c?.
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The good run list GRL, version 34 is applied to data runs. The events having duplicate
candidates contributing to Eé*)f or Eé*H due to a faulty tracking reconstruction at soft
low pr range are rejected, see the explanation in Section 5.1. The events with the same
run#, event# are filtered as well with a standard module provided with BottomMods

package.

Signal parameters

507 — A,

5 — M,

2y pole, Qo1, MeV/c?

5, width, oy MeV/c?

2y, yield, Ng

X, resolution, o1; MeV/c?
X, resolution, o9 MeV/c?
2y fraction of 011, g11

floating, € (3,250)
floating, € (—70, 70)
floating, € (10, 5000)

1.17
2.92
0.70

floating, € (3,250)
floating, € (—70, 70)
floating, € (10, 5000)

1.17
2.92
0.70

X pole, Qo2, MeV/c?
2;: Wldth7 FOQ MGV/C2
27 yield, Ny

floating, € (3,250)
floating, € (—70,70)
floating, € (10, 5000)

floating, € (3,250)
floating, € (—70,70)
floating, € (10, 5000)

X¥ resolution, o1y MeV/c? 1.40 1.40
X¥ resolution, o9y MeV/c? 3.80 3.80
El;k fraction of 012, g12 0.73 0.73
Background, thr 0.140 0.140

Background, « 0.5 0.5
Background, C' floating, € (—o0, +00) floating, € (—o0, +00)
Background, b; floating, € (—o0, +00) floating, € (—o0, +00)
Background, b, 3.12 2.89
Background yield, N, floating, € (5000, 50000) | floating, € (5000, 50000)

Table 34: The list of the extended fit model parameters left floating or fixed to MC values
(Gaussian resolutions) or fixed due to normalization propagated to the N, parameter of
the extended fit. The floating parameter ranges shown are set in the fitter.

9.1 Fit Results for Candidates: Z,(:)_

Here we present the fit results based on the full available as of this writing data collected
at run periods 0 through 28.

The result of the unbinned fit for EIS*)_ charge state projected onto the binned dis-
tribution is shown at the Figure 34 with the unbinned likelihood fit profile superim-
posed onto corresponding Q- distribution sampled by 70 bins of 3 MeV/c? width within
Q € (0.0, 0.210) GeV/c? range. The data entries from the first bin, @ € (0.0, 0.003) GeV/c?
do not contribute to the fit to avoid the latter from troubles at small or unphysical @)
areas.

Please find the Table 35 for Eé*)_ candidates. The fit finds quite significant yields for
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Figure 34: X\~ candidates: the Q-value spectrum, where Q = M (A% ) — M(A?) — m,,
with the unbinned fit profile superimposed. The spectacular double peak structure is seen
on the plot.
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Eé*)f : Parameters Value +HiError -LoError Comments

Qo1, MeV/c?, X, pole  56.21 +0.61 —0.51 MINOS

Qo2, MeV/c?, %~ pole  75.71 +0.61 —0.61 MINOS

L1, MeV/c?, X width 4.3 +3.1 —2.1 MINOS

L2, MeV/c?, X7~ width 6.4 +2.2 —1.8 MINOS

Ny, evts, X, yield 333 +93 —73 MINOS

Nyo, evts, X~ yield 522 +85 —76 MINOS

Ny, evts, background 13591 +151 —151 parabolic

b1, background —3.55 +0.49 —0.49 parabolic

C, background 3.99 +0.19 —0.19 parabolic

—log (L) —147167 minimized NLL

19

Table 35: Statistics of fﬁ dt =~ 6.0fb™! from run periods 0 - 28, GRL,v.34: the fit results

from Eé*)_ spectrum. The errors of the signal fit parameters have been calculated by

MINOS.

both ¥, and X;~ peaks. The significances are to be expected well above 5 st.dev. as
the numbers quoted in a column ”Comments” correspond to the fit with floating widths.
The MINUIT produces the successful fit and calculates the accurate covariance matrix,
see the Table 36.

The fitted Breit-Wigner widths I'g; and T'gy are correlated with the corresponding signal
yields N4 and Ny which is expected.

The large correlations are found between polynomial coefficients but the fit errors of both
by and by are quite small, (3...7)% and the fit error of a total background normalization
is less than 1.5%.

There are no strong correlations of the coefficients with the physical parameters. The
fitted mass values have quite low correlations.

9.2 Fit Results for Candidates: Zl(:)+

Here we present the fit results based on the full available as of this writing data collected
at run periods 0 through 28. The good run list GRL, version 34 is applied and the
events with duplicate candidates are rejected as well as the events with the same numbers
are filtered out.

The result of the unbinned fit for Eé*H charge state is shown at the Figure 35 with the
unbinned likelihood fit profile superimposed onto corresponding (- distribution sampled
by 70 bins of 3 MeV/c? width within @ € (0.0, 0.210) GeV/c? range. Again lije in previous
case the entries into the first bin do not contribute to the fit. Please find the Table 37
for EIE*)JF candidates. The fit finds quite significant yields for both X% and X;* peaks.
The significances are to be expected well above 5 st.dev. as the numbers quoted in a
column ”Comments” correspond to the fit with floating widths. The MINUIT produces
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21(:)_1 Par. b C Qo1 Qo2 Loy Lo Ny Nq N2

by 1.000 -0.989 -0.032 0.019 -0.162 0.123 0.016 -0.173 0.150
C -0.989 1.000 0.041 -0.006 0.220 -0.100 -0.074 0.240 -0.110
Qo1 -0.032 0.041 1.000 0.107 0.316 -0.214 -0.046 0.283 -0.208
Qo2 0.019 -0.006 0.107 1.000 0.201 0.002 -0.108 0.204 -0.009
o1 -0.162 0.220 0.316 0.201 1.000 -0.284 -0.341 0.861 -0.253
Loo 0.123 -0.100 -0.214 0.002 -0.284 1.000 -0.233 -0.303 0.754
Ny 0.016 -0.074 -0.046 -0.108 -0.341 -0.233 1.000 -0.396 -0.355
Ng -0.173 0.240 0.283 0.204 0.861 -0.303 -0.396 1.000 -0.243
Ny 0.150 -0.110 -0.208 -0.009 -0.253 0.754 -0.355 -0.243 1.000

Table 36: The fit results of Zé*)_ spectrum: the accurate full covariance matrix calculated
by HESSE subroutine of MINUIT.

ESH : Parameters Value +HiError -LoError Comments
Qo1, MeV/c?, 57 pole  51.96 +0.94 —0.84 MINOS
Qo2, MeV/c? 3" pole  72.69 +0.73 —0.69 MINOS
L1, MeV/c?, XF width 9.2 +3.8 —2.9 MINOS
L2, MeV/c?, i width  10.4 +2.7 —2.2 MINOS
Ny, evts, X)f yield 468 +110 —-95 MINOS
N, evts, X7+ yield 782 +114 —103 MINOS

Ny, evts, background 12831 +166 —166 parabolic
b1, background —4.89 +1.2 —1.2 parabolic
C, background 4.27 +0.46 —0.46 parabolic
—log (L) —143090 minimized NLL

Table 37: Statistics of [Ldt ~ 6.0 fb~! from run periods 0 - 28, GRL,v.34: the fit results

from Eé*H spectrum. The errors of the signal fit parameters have been calculated by
MINOS.
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the successful fit and calculates the accurate covariance matrix, see the Table 38.

The fitted Breit-Wigner widths ['g; and ['gs are correlated with the corresponding signal
yields Ny and Ny which is expected.

The large correlations are found between polynomial coefficients but the fit errors of both
by and by are quite small, (3...7)% and the fit error of a total background normalization
is less than 1.5%.

There are no strong correlations of the coefficients with the physical parameters. The
fitted mass values have quite low correlations.

st Par. b C Qun Qu T T Ny Na Ny

by 1.000 -0.994 -0.039 0.023 -0.216 0.068 0.096 -0.249 0.076
C -0.994 1.000 0.040 0.001 0.255 -0.038 -0.150 0.296 -0.034
Qo1 -0.039 0.040 1.000 0.092 0401 -0.292 0.008 0.368 -0.342
Qo2 0.023 0.001 0.092 1.000 0.171 0.355 -0.270 0.177 0.258
To1 -0.216 0.255 0.401 0.171 1.000 -0.154 -0.346 0.799 -0.183
oo 0.068 -0.038 -0.292 0.355 -0.154 1.000 -0.364 -0.252 0.788
Ny 0.096 -0.150 0.008 -0.270 -0.346 -0.364 1.000 -0.399 -0.468
Ng -0.249 0.296 0.368 0.177 0.799 -0.252 -0.399 1.000 -0.236
Ny 0.076 -0.034 -0.342 0.258 -0.183 0.788 -0.468 -0.236 1.000

Table 38: The fit results of Zé*H spectrum: the accurate full covariance matrix calculated
by HESSE subroutine of MINUIT.

9.3 Significance Estimates for Signals

The fit results in Table 35 and Table 37 show the strong signals of both low mass Egt
and higher mass X;* states found by our fitters. As far as in the discovery paper [36]
the significance of individual signals was somewhat low as has been criticized by [41] we
make the siginificance calculations based on a log- ratio of minimal likelihoods, £/L,
reached by the fitter for our base line fit model hypothesis, —log £; and for a particular
null hypothesis, —log £y our default base line one is going to be tested against.

—2-log £o =—2-A(log L) (11)
Ly
We interpret Eq. 11 as a x? of the null hypothesis spectrum to fluctuate to our base signal
one with a number of degrees of freedom equal to the difference in the number of floating
parameters between both hypotheses. We consider the next null hypotheses to test the
combined pair or individual one of observed charged states of E,E*)i

e Any single peak instead of the two ones is observed, the null hypotheses is a single
peak p.d.f and the same polynomial background as in the base line model: the
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single peak spectrum fluctuates to two peaks with ANDF = 3. The width of the
single peak is floating, within Ty € (0.001,0.070) GeV/c? as well as its position,
Qo € (0.003,0.210) GeV/c?. We expect that this test is going to be the most critical
one.

e The signal X} is observed but the X} has been missed: the background at the left
fluctuates to the peak of X, with ANDF = 4. We impose a loose requirement on
an existence of the second peak, X}, viz. we fix the width of X} to the expected
theoretical value of 12 MeV/c? (see Table 3) but let the fitter to find and fit the X
position which is again floating, within Qo € (0.003,0.210) GeV/c?.

e The signal X} is observed but the L} has been missed: the background at the right
fluctuates to the peak of X with ANDF = 4. We impose a loose requirement on an
existence of the first peak, Y, viz. we fix the width of 3, to the expected theoretical
value of 7MeV/c? (see Table 3) but let the fitter to find and fit the X, position which
is again floating, within @y € (0.003,0.210) GeV/c?.

e Any single peak is observed, the null hypotheses is our base line background model:
the background fluctuates to this single peak with ANDF = 3. This test should
determine the significance of a single peak model w.r.t. to a pure background.

e No both Y}, and X} are observed, the null hypotheses is our base line background
model: the background fluctuates to two peaks with ANDF = 6. This test is
expected to be the least critical one.

9.3.1 Candidates: E,(O*)_

In a Table 39 the different hypotheses are tested and the comparison of likelihood values
reached by fitter,—2-A(log £) and its analog in terms of Gaussian number of o are shown.
Figure 36 shows the fits under the different hypotheses. The base line model exposed to
the tests reveals the robust significances, e.g. with Gaussian 7.50 for the most critical
comparison of the two-peak model hypothesis against a quite general null hypothesis
assuming the single peak of any width in any place. The other cases are more significant.

9.3.2 Candidates: E,(D*)Jr

In a Table 40 the different hypotheses tested and the comparison of likelihood values
reached by fitter,—2 - A(log £) and an equivalent in terms of Gaussian number of ¢ are
shown. Figure 37 shows the fits under the different hypotheses. The base line model
exposed to the tests reveals the robust significances, e.g. with Gaussian 7.20 for the
most critical comparison of the two-peak model hypothesis against a quite general null
hypothesis assuming the single peak of any width in any place. The other cases are much
more significant.
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Null Hypothesis —2-A(log £) ANDF | Prob(x?) N, Comment
Any single peak —2 - (—147167. 4+ 147135.) 3 ~82-107* | 7.5 | w.r.t. double pk.
No 5, with X/~ | =2 (—147167. + 147132.) | 4 | ~23-10"% | 7.6 | w.r.t. double pk.,
FQQ =12 MeV/cQ
No ¥~, with X, | —2- (—147167. + 147110.) 4 ~1.0-107% | 10.0 | w.r.t. double pk.,
F[)l = 7M6V/02
No any signal —2 - (—147135. 4+ 147080.) 3 ~1.1-107% | 10.0 | w.r.t. single pk.
No any signal —2 - (—147167. 4 147080.) 6 ~6.4-107% | 12.3 | w.r.t. double pk.

Table 39: Estimation of the significance for our double peak base line fit hypothesis
being tested against several null hypotheses. The likelihood value for our base line fit is
taken from the Table 35. The base line model exposed to the tests reveals the robust
significances above 7.0¢ in Gaussian terms.
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Figure 36: Fits for Agngb under four different null hypotheses: any single peak instead of
two ones, no X, but there is X}, no X}~ but there is X, , no any peak observed, see

the Table 39.
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Null Hypothesis —2-A(log L) ANDF | Prob(x?) N, Comment
Any single peak —2 - (—143090. 4 143060.) 3 ~5.9-107% | 7.2 | w.r.t. double pk.
No ¥, with X}~ | —2.(~143000. + 143057.) | 4 | ~16-107%| 7.4 | w.rt. double pk.,
Lo = 12 MeV/c?
No X7, with X~ | —2 - (—143090. + 143006.) 4 ~2.8-107% | 12.4 | w.r.t. double pk.,
Lo; = 7MeV/c?
No any signal —2 - (—143060. + 142981.) 3 ~4.9-1073 | 12.2 | w.r.t. single pk.
No any signal —2 - (—143090. + 142981.) 6 ~2.8-107% | 14.0 | w.r.t. double pk.

Table 40: Estimation of the significance for our base line fit hypothesis being tested
against several null hypotheses. The likelihood value for our base line fit is taken from
the Table 37. The base line model exposed to the tests reveals the robust significances
above 7.00 in Gaussian terms.
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Figure 37: Fits for Agﬂgb under four different null hypotheses: any single peak instead of
two ones, no X, but there is X}, no X, but there is X,", no any peak observed, see

the Table 40.
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10 Systematic Error Estimates

The sources of systematic errors affecting our measurements can be divide in three differ-
ent groups:

e The small bias introduced by the fitter on the widths.
e Those due to mass scale systematics on the soft pion.

e The systematics on assumptions made in the fitter.

The first one is discussed in Section 8.4. The other sources of systematic errors are
estimate below.

10.1 Mass Scale Systematics

These sources of systematic error are due primarily to the fact that the calibration is only
as precise as it has been tested out to. To estimate these errors, we reconstruct resonances
of known negligible width such as the D*. Using measurements of the D* Y. and A
resonances, we extrapolate the mass scale offset expected for the X, -value.

10.1.1 Experimental Spectra of D*

The D* — D° mass difference is 145.421 £+ 0.010 MeV/c? and the width of the D* is
0.096 + 0.022 MeV/c? This width is much smaller than the CDF mass resolution, so the
measurement of the D* width is actually a measurement of the resolution detector. By
fitting the D* — DY distribution, we measure both the systematic errors on the mass
measurement and the mass resolution.

We use the dataset zbhdij, corresponding to ~ 760 pb~! of data, reconstructed with the
BottomMods package, and covering the run range 233133—246231 (or in terms of integrated
luminosity, 2.2 — 2.7 fb™"). We also study a subsample of the dataset zbhdfm including
approximately the same number of events than in the zbhdij sample, and covering the run
range 261119 — 267718 (or in terms of integrated luminosity, 3.7 — 4.2 fb™'). These data
samples are compared with a Monte Carlo simulation covering the run range 258880 —
261005 and being reconstructed using the same BottomMods package.

All samples are reconstructed in the channel: D** — D7* D0 — K+n—,

We expect tracks with pr less than 400 MeV/c to have a worse detector resolution than
higher momentum tracks, which they are better measured. We divide the D* — D° mass
plot into bins of track pr in order to compare the mass resolution of different momentum
tracks. The bins used are:

e Track pr > 200 MeV/c
e Track pr > 400 MeV/c
e 200 MeV/c < track pr < 400 MeV/c
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e 400 MeV/c < track pr < 600 MeV/c
e 600 MeV/c < track pr < 800 MeV/c
e 800 MeV/e < track pr <1 GeV/e

We fit each mass plot with an unbinned likelihood fit, using a double Gaussian PDF to
describe the D* — DY signal, and the RooDstD0OBG function to describe the background,
which has the following expresion:

A
RooDstDOBG(Q: dmy, C, A, B) = (1 —(7(@=dm0)/C)y. (%) +B-(Q/dmo—1)) (12)
0

Where Q = M(D*) — M(D"), and dmy, B, C are floating parameters in the fit.
The mass plots for all these ranges of track pr are shown in Figs. [38-43]. Mass and
resolution parameters for all fits are listed in Tables [41,42,43].

Under inspection of these tables and the figure 44, we conclude that the CDF Monte
Carlo tipically underestimate the D* resolutions. Tables 44 and 45 show the comparison
between D* resolutions from data periods zbhdij ,zbhdfm and MC simulation for several
ranges of the softpion pr.

The maximum discrepancies found are lower than 25% for the o narrow and lower than
40% for the wide one. These two values are used to estimate systematic errors for the
signal parameters due to these underestimation of the resolution in Section 10.2.1.

Figure 44 also shows that the differences in the resolution detector between data from
samples zbhdij and zbhdfm are negligible. Thus we do not estimate any systematic error
comming from differences in resolution for data taken at different times/luminosities.

The resolution for D*~ is systematically lower than for D**. These can be realized looking
at the tables [41,42,43] and figure 44.

Tables 46 and 47 explicitely show these resolution differences between D*t and D*~ for
several ranges of the softpion pr. The maximum discrepancies found are 20% for the o
narrow and lower than 40% for the wide one.

These differences translate into different resolutions for states decaying into different
charged softpions. That means that Z * and Z * have different resolution because
the final states of their decays have oppodsfce charge softpions:

° Zé*)i — Agﬂ'i

o X s Abﬁ

e

Our values for EZE resolution are obtained from Monte Carlo samples on the exclusive

mode E,E*H — A7 for positive charge states, as it is explained in Section 6. We
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Track pr (MeV/c) Mean O narrow Owide
D*+ N D07T+
Track pr > 200 145.479 0.643 £0.002 2.094 +0.013
Track pr > 400 145.481 0.639 £0.002 2.116 +£0.014
200 < track pr <400  145.464 0.671 £ 0.007 1.960 + 0.036
400 < track pr < 600  145.467 0.640 £ 0.003 2.170 +0.017
600 < track pr < 800  145.492 0.628 £0.004 1.997 + 0.027
800 < track pr < 1000 145.509 0.630 £ 0.007 2.035 = 0.042
D*= — D'~
Track pr > 200 145.471 0.548 £ 0.002 1.532 £0.011
Track pr > 400 145471 0.544 £0.002 1.513+£0.014
200 < track pr < 400  145.474 0.581 £ 0.005 1.633 4 0.032
400 < track pr < 600 145463 0.572+£0.002 1.713 +0.015
600 < track pr < 800  145.473 0.510 £0.003 1.338 +0.017
800 < track pr < 1000 145.482 0.504 + 0.005 1.312 4+ 0.020

Table 41: Mass and resolution parameters for the D* — DU fits in bins of track pr for
xbhdij data sample. The quoted errors are statistic only. Both, the Mean and o are in
units of MeV/c?.

use these same resolution parameters for all Eé*)i — A7% decay modes. Due we fit
together EIS*H — A)7t with fl(,*)f — ZI?W* and Eé*)_ — AY7~ with fl(,*)f — Z&r*,
we always have together states decaying to opposite charged softpions, so we expect we
are overestimating the resolution of those states decaying to a negative charged softpion.
This could introduce a bias in our measurements. We use the maximum differences from
Tables 46 and 47 to perform toy Monte Carlo studies in order to estimate a systematic
error due to this uncertainty in the resolution in Section 10.2.1.

10.1.2 Determination of the Mass Scale Systematic Errors

We compare the measured masses of the D*, X, and AT particles by CDF with the world
average values quoted in the PDG [8] to estimate the systematic error due to calibration
of the energy scale.

These are decays which release little kinetic energy, and they are well characterize by the
Q-value, which is the AM value (see Table 48) less the pion mass (or two pion masses,
in the case of the AT).

In a previous analysis, it has been shown that the systematic error on this Q-value may
be approximed as linear, 0Q) = a - Q 4+ dm(Q = 0) [64]. Thus, the followed procedure is
plot the mass differences between CDF and PDG mass measurements as a function of the
Q-value of the decays. Then we fit the graph to a linear function. This fuction is then
evaluated at the X, Q-value to extract the systematic error. For the X, and A} states,
we take the more precise CDF II values from [66]. For the D* state we use the Q-value

78



Track pr (MeV/c) Mean O narrow Owide
D*t — DOx™
Track pr > 200 145.486 0.658 £0.002 2.064 +0.014
Track pr > 400 145.486 0.656 £ 0.002 2.081 +0.014
200 < track pr <400  145.487 0.682 + 0.009 1.806 + 0.053
400 < track pr < 600  145.467 0.656 £ 0.003 2.128 +0.019
600 < track pr < 800  145.499 0.648 +0.004 2.034 4+ 0.026
800 < track pr < 1000 145.512 0.646 +0.007 1.936 £ 0.043
D*~ — Dz~
Track pr > 200 145.478 0.559 £0.002 1.546 £ 0.012
Track pr > 400 145.477 0.559 +0.002 1.552 + 0.012
200 < track pr < 400  145.490 0.555 4+ 0.007 1.430 4 0.034
400 < track pr < 600  145.468 0.586 +0.002 1.757 +0.014
600 < track pr <800  145.480 0.518 £0.003 1.328 £0.016
800 < track pr < 1000 145.489 0.518 £0.005 1.336 + 0.021

Table 42: Mass and resolution parameters for the D* — D°

units of MeV/c?.

fits in bins of track pp for
xbhdfm data sample. The quoted errors are statistic only. Both, the Mean and ¢ are in

Track pr (MeV/c) Mean O narrow Owide
D*+ N DO7T+
Track pr > 200 145.475 0.544 £0.004 1.295 £+ 0.022
Track pr > 400 145477 0.540 £0.004 1.331 +£0.024
200 < track pr <400  145.469 0.568 + 0.009 1.305 + 0.044
400 < track pr < 600 145474 0.534 £0.005 1.326 4+ 0.028
600 < track pr < 800  145.481 0.540 £0.009 1.313 +0.057
800 < track pr < 1000 145.495 0.573 £0.016 1.415+0.110
D*~ — D'~
Track pr > 200 145.461 0.449 £0.002 1.150 +£0.010
Track pr > 400 145.461 0.4454+0.003 1.165+0.011
200 < track pr < 400  145.463 0.478 +0.005 1.182 4+ 0.023
400 < track pr < 600  145.459 0.447 £0.003 1.182+0.014
600 < track pr <800  145.464 0.434+0.005 1.11740.024
800 < track pr < 1000 145.464 0.439 +0.023 1.091 4+ 0.219

Table 43: Mass and resolution parameters for the D* — D° fits in bins of track pr for
Monte Carlo sample. The quoted errors are statistic only. Both, the Mean and o are in

units of MeV/c?.
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Track pr (MeV/c) (o(data) — o(MC))parrow (%) (o(data) — o (MC)wige (%)
Dt — Dt

200 < track pr < 400 15 33
400 < track pr < 600 17 39
600 < track pr < 800 14 34
800 < track pr < 1000 9 30
1000 < track pr < oo 13 36
D*~ — Dz~
200 < track pr < 400 17 27
400 < track pr < 600 22 31
600 < track pr < 800 15 17
800 < track pr < 1000 13 17
1000 < track pr < oo 16 17

Table 44: Differences between D** resolution in zbhdij data sample and in Monte Carlo
simulation for several ranges of the softpion pr.

Track pr (MeV/c) (o(data) — o(MC))narrow (%) (o(data) — o(MC)wige (%)
D D0ﬂ.+
200 < track pr < 400 17 28
400 < track pr < 600 19 38
600 < track pr < 800 17 35
800 < track pr < 1000 11 27
1000 < track pr < oo 14 29
D*~ — Dz~
200 < track pr < 400 14 17
400 < track pr < 600 24 33
600 < track pr < 800 16 16
800 < track pr < 1000 15 18
1000 < track pr < oo 20 21

Table 45: Differences between D** resolution in xbhdfm data sample and in Monte Carlo
simulation for several ranges of the softpion pr.
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Figure 38: Fit to D* — D° peak using tracks with pr > 200 MeV/c (all sample). First
column shows D°7t combination and second column D°r~. From top to the bottom:
data from zbhdij sample, xbhdfm sample and Monte Carlo simulation.
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Figure 39: Fit to D* — D° peak using tracks with pr > 400 MeV/c First column shows
D7t combination and second column D°7~. From top to the bottom: data from zbhdij
sample, xbhdfm sample and Monte Carlo simulation.
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Figure 40: Fit to D* — D peak using tracks with 200 < pr < 400 MeV/c First column
shows D7t combination and second column D°7~. From top to the bottom: data from
xbhdij sample, zbhdfm sample and Monte Carlo simulation.
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Figure 41: Fit to D* — D peak using tracks with 400 < pr < 600 MeV/c First column
shows D7t combination and second column D°7~. From top to the bottom: data from
xbhdij sample, zbhdfm sample and Monte Carlo simulation.
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Figure 42: Fit to D* — D peak using tracks with 600 < pr < 800 MeV/c First column
shows D7t combination and second column D°7~. From top to the bottom: data from
xbhdij sample, zbhdfm sample and Monte Carlo simulation.
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Figure 43: Fit to D* — D° peak using tracks with 800 < py < 1000 MeV/c First column
shows D7t combination and second column D°7~. From top to the bottom: data from
xbhdij sample, zbhdfm sample and Monte Carlo simulation.
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Figure 44: Comparison Data-MonteCarlo for the resolution of the decay D** — Dor*
when using the two data samples: xbhdij and xbhdfm. For all plots the bin width is 0.2
GeV/c except for the last bin which extends over (1.0, 00) GeV/ec.
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Track pr (MeV/c) (a(D*) — a(D* 7)) narrow (%) (0(D*) — 0(D* )avige (%)

200 < track pr < 400 13 17
400 < track pr < 600 11 21
600 < track pr < 800 19 33
800 < track pr < 1000 20 36
1000 < track pr < oo 20 34

Table 46: Differences between D** and D*~ resolutions in zbhdij data sample for several
ranges of the softpion pr.

Track pr (MeV/c) (0(D*F) = a(D*7))narrow (%) ((D*F) — a(D* ) wige (%)
200 < track pr < 400 19 21
400 < track pr < 600 11 17
600 < track pr < 800 20 35
800 < track pr < 1000 20 31
1000 < track pr < oo 18 22

Table 47: Differences between D*T and D*~ resolutions in xbhdfm data sample for several
ranges of the softpion pr.

performing the error-weighted average using the four D* masses from xbhdij and zbhdfm
datasets. Table 48 list the used CDF II and PDG masses.

In avoid correlations in the fit function, we introduce an offset of the fit variable equal
to the ¥, Q-value. For example, the X" Q-value is 52 MeV/c?, so the fit takes the form
0Q =a-(Q —52)+m(Q = 0). In this case, the intercept dm(Q = 0) is the bias on the
(-value. Figure 46 contains the mass difference plots with the four fits, one per each X,
state, and the fit parameters are shown in Table 49.

The effect of the momentum scale uncertainty on the width measurements it is also
considered. Following same procedure as in a previous CDF analysis [65], we fit the D**
(-value distribution for several ranges of the softpion pr using the zbhdij data sample.
We use the sum of two Breit-Wigner distributions (Eq. 2) with the same natural width
(which it is let float in the fit) convoluted with two different gaussian distributions to
perform the fits. Figure 45 show the results of this study. We measure a natural width
smaller than 0.2 MeV/c? for all momentum ranges, and use this value as a conservative
systematic error on the widths due to tracking precision.

10.2 Fit Systematics

There are systematic errors sources due to the assumptions made in the X, fit. We
considerer the following:
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Figure 45: Fit to D*t — DY peak using tracks with several ranges of the softpion pr.
All natural widths returned by the fits are lower than 0.2 MeV/c?, that it is taken as a
systematic error on the widths due to tracking precision.
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Mass difference CDF PDG
M(D*) M(D?) 145.477 145.421 4+ 0.010
M(X?) — M(AF) 167.28+0.12 | 167.30 £0.11
(Z++) M(AF) 167.44+0.13 | 167.56 £0.11
M(A.(2625)%) — M(AF) | 341.65 £ 0.13 341.7+ 0.6

Table 48: The CDF II and PDG mass differences used to estimate the systematic error due
to the mass scale uncertainty. The quoted X, Y and 4.(2625)" values from the first
column, have being taken from the best CDF II mesurement [66], while the D* mass value
quoted correspond with the error-weighted average of the four D* masses with pr > 200
from Tables [41,42,43]. We use the PDG mass error as the error for the difference between
the CDFII and the PDG masses. All the masses are in units of MeV/c?.
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Figure 46: Mass differences between CDF measurements and PDG values for the states
D*, ¥. and AT plotted versus the CDF Q-value of each decay. The graph is fitted with
four linear functions, one per each X, state, to estimate the mass scale systematic error
at each X, Q-value. Table 49 summarizes the results of those fits.
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State @ Slope Intercept Fit Prob. | Systematic
xF 52 —0.005+0.003 —0.194+0.16 7% —0.35
Xy 56 —0.005+0.003 —0.21 +0.17 7% —0.38
et 720 —0.005 +0.003  —0.30 £ 0.22 7% —0.52
X~ 76 —0.005+0.003 —0.32+£0.24 7% —0.56

Table 49: Fit parameters and mass scale systematic errors for every of the X, states. For
every state, the assigned systematic error due to mass scale uncertainty is the intercept
returned by the fit less 1 statistical uncertainty. All mass units are in MeV/c?.

e Uncertainty in the resolution of the detector.
e Uncertainty in the assumed model to describe background.

We describe the detector resolution using two gaussians. We considerer the impact on our
measurements when the widths of these two gaussians are changed, and also the effect on
our measurements when the weight fraction combining the two gaussians is varied.

The dependence of the signal parameters on the election of the background model must
be taking into account.

Both kind of systematic errors are estimated using toy Monte Carlo simulations and they
are explained in the next sections.

10.2.1 Resolution of CDF Detector

We model the resolution detector effects convoluting the signal models with two gaus-
sian distributions with fixed widths and weights to the values obtained in section 6 (see
Table 17).

Any uncertainty affecting those values translates into bias in our measurements.

We considerer the following three sources of uncertainty affecting our resolution parame-
ters:

1. The finite size of the Monte Carlo samples used to obtain these resolution parame-
ters.

2. The underestimation of resolution detector by the CDF Monte Carlo (see Sec-
tion 10.1.1).

3. The differences in resolution between Eé*)i states decaying to positive and negative

charged softpions (see Section 10.1.1).

The first source affect both, the weight fractions and the sigma of the gaussians while the
other two sources just affect the sigmas of the gaussians distributions.

In order to estimate the systematic error for every source of uncertainty, we generate 7000
toy Monte Carlo samples, with the same statistics as in our data sample, with the corre-
sponding resolution parameter changed. Then, we fit every sample with both, the default
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fitter and the fitter with varied resolution parameters. To every signal parameter, the sys-
tematic error is estimated as the mean returned by a gaussian fit over the distribution of
the differences between the returned values by the two fitters for the considered parameter.

The selected variations of the resolution parameters for every source of systematic uncer-
tainty are:

1. We generate samples with the resolution weight fraction increased (decreased) 1
statistical uncertainty. For the systematic variation of the gaussians sigmas we just
generate samples with the sigmas decreased 2 statistical uncertainties. We do not
generate samples with the sigmas increased 2 statistical uncertainties because we
expect the effect of this source on the signal parameters to be much smaller than
the source number 2).

2. We generate samples with the narrow sigma increased 25 % and the wide one in-
creased 40 %. These values were obtained comparing the D** resolution values from
data and Monte Carlo in Section 10.1.1.

3. We generate samples with the narrow sigma decreased 20 % and the wide one de-
creased 40 %. These values were obtained comparing the D** and D*~ resolution
values from CDF data in Section 10.1.1.

The systematics due to the uncertainty on the resolution weight calculated for the “op-
posite sign” states, Eé*H are shown in Figs. 53, 54 and the estimated systematic errors
are summarized in Table 53.

The systematics due to the uncertainty on the resolution weight calculated for the “same
sign” states, Eé*)f are shown in Figs. 51, 52 and the estimated systematic errors are
summarized in Table 52.

The systematics due to the uncertainty on the gaussian sigmas due to the finite size of
our Monte Carlo for the “opposite sign” and the “same sign” are shown respectively in
Figs. 50, 49.

The systematics due to the uncertainty on the gaussian sigmas due to the underestimation
of the resolution detector by the CDF Monte Carlo for the “opposite sign” and the “same
sign” are shown respectively in Figs. 48, 47. The estimated systematic errors due to the
systematic variation of the gaussian sigmas due to the sources 1) and 2) listed above are
summarized in Tabs. 50, 51.

Finally, the systematics due to the source 3) listed above are shown in Figure 55 and they
are listed in Table 54.

10.2.2 Assumed Model

We use to describe our background a model following the Equation 7. There are many
other different models which they are suitable to describe the background present in our
data sample. In order to estimate the dependence of our signal parameters on the assumed
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Signal Parameters | o; - 1.25, 09 - 1.4 MeV/c? | 015 — 2 - stat.err. (CdfSim), MeV/¢?
Y, pole, Qm —0.072 £ 0.0004 -+0.019 £ 0.0001

X, width, 'y —0.854 + 0.001 +0.272 £+ 0.0002

X, yield, Ng ~ =7 ~ 3

X, pole, Qo2 —0.076 £ 0.0003 +0.016 £ 0.0001

Xy~ width, T'og —0.950 £ 0.001 +0.190 £ 0.0002

5 yield, Ny | -8 ~ 42

Table 50: Systematic errors in the signal floating parameters for the Z,E*)_ — Agwgb mode,
“same sign” due to the uncertainty in the resolution of the detector. All the masses and
widths are in units of MeV/c?. Please see the plots and the fit results at Figure 47 and
Figure 49.

Signal Parameters | oy - 1.25, 09 - 1.4 MeV/c? | 015 — 2 - stat.err. (CdfSim), MeV/c?
TF pole, Qor —0.121 + 0.001 0.033 £ 0.0002

XF width, Doy —0.887 + 0.001 +0.277 £ 0.0003

XF yield, Ng ~ =7 ~ +3

X7t pole, Qoo —0.129 4+ 0.0004 +0.027 + 0.0001

25F width, Tog —0.999 £ 0.001 +0.200 £ 0.0002

S vield, Ny | —13 ~+3

Table 51: Systematic errors in the signal floating parameters for the Zé*H — Agwgb mode,

“opposite sign” due to the uncertainty in the resolution of the detector. All the masses
and widths are in units of MeV/c?. Please see the plots and the fit results at Figure 48
and Figure 50.

Signal Parameters | f; — 1 -stat.err. | f; + 1 - stat.err.
2, pole, Qo —0.013 £0.013 | 0.009 £ 0.012
X, width, Iy —0.19£0.04 0.11 £0.04

X, yield, Ng ~ =3 ~1

;" pole, Qo2 —0.010 £0.013 | 0.019 £0.013
Xy~ width,T'gy —0.10 £ 0.05 0.15 4+ 0.04
X, yield, Ny ~ —1 ~3

Table 52: Systematic errors in the signal floating parameters for the Eé*)_ — Agwgb
modes, “same sign”, due to the uncertainty by a single statistical error (CDF Monte

Carlo) in the values of the gaussian resolution weigths. All the masses and widths are in
units of MeV/c?.
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Figure 52: The 7K toy Monte Carlo study for “same sign” state Zé*)f — Agwgb. Impact
on the signal floating parameters due to the decrease by a single statistical (full CDF
Monte Carlo) uncertainty (see Table 17 of Section 6) in the relative fraction f; of a first
narrow Gaussian with parameter o;. From up to bottom in the first (second) column:
AQo1 (AT¢1), AQpe (ATg2) and ANy (AN,). The plotted differences are in GeV/c?

units.
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Figure 53: The 7K toy Monte Carlo study for “opposite sign” state Eé*H — /1271';1).
Impact on the signal floating parameters due to the increase by a single statistical (full
CDF Monte Carlo) uncertainty (see Table 17 of Section 6) in the relative fraction f; of
a first narrow Gaussian with parameter o;. From up to bottom in the first (second)
column: AQu (Alg1), AQo2 (AT'ge) and ANy (ANg). The plotted differences are in
GeV/c? units.
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Figure 54: The 7K toy Monte Carlo study for “opposite sign” state Eé*H — Agﬂgb.
Impact on the signal floating parameters due to the decrease by a single statistical (full
CDF Monte Carlo) uncertainty (see Table 17 of Section 6) in the relative fraction f; of
a first narrow Gaussian with parameter o;. From up to bottom in the first (second)
column: AQu (Alg1), AQo2 (AT'ge) and ANy (ANg). The plotted differences are in
GeV/c? units.
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Signal Parameters | f; — 1 -stat.err. | f; + 1 - stat.err.
X" pole, Qo —0.013 £0.017 | 0.042 £ 0.012
X5 width, Loy 0.10 £ 0.06 0.41 +0.05
E;L yield, N ~9 ~ 13
X7 pole, Qg —0.0154+0.012 | 0.015 £ 0.012
X0t width,Tog —0.14 £ 0.05 0.08 + 0.04
20 yield, N ~ =3 ~1
Table 53: Systematic errors in the signal floating parameters for the Eb(*)+ — Agﬂgb

modes, “opposite sign”, due to the uncertainty by a single statistical error (CDF Monte

Carlo) in the values of the gaussian resolution weigths. All the masses and widths are in
units of MeV/c?.

Signal Parameters | Systematic shift
Xy pole, Qo 0.049 £ 0.0003
2y width, T'gy 0.795 £ 0.001
2y yield, Ny ~ 8

27 pole, Qo2 0.047 £ 0.0003
27 width,go 0.582 4+ 0.001
27 yield, Ny ~ 6

Table 54: Systematic errors in the signal floating parameters due to the overestimation
in the resolution of the 215*) states decaying to negative charged softpions. All the masses
and widths are in units of MeV/c?.
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Signal Parameters Systematic shift

2, pole, Qo 0.04
X, width, Iy 0.5
X, yield, Ny 34
ZZ_ pole, QOQ 0.06
X, width, T'og 0.3
X, yield, Ny, 28

Table 55: Systematic errors in the signal floating parameters for the A‘gwgb sign due to
the uncertainty on the true background model. All the masses and widths are in units of
MeV/c2.

Signal Parameters Systematic shift

2;_ pole, QOI 0.05
2;_ Wldth, F()l 0.4
S yield, Ny, 9

X7 pole, Qog 0.1
S* width, Ty 0.5
S5 vield, Ny 24

Table 56: Systematic errors in the signal floating parameters for the /1277}17 sign due to
the uncertainty on the true background model. All the masses and widths are in units of
MeV/c?.

background model, we generate 500 samples of toy Monte Carlo with the same statistics as
in our data sample following a model with our background replaced by the RooDstDOBG
PDF (Equation 12).

The initial parameters to generate the samples are obtained from a fit with this varied
model over the data. Figure 58 shows these two fits and the obtained signal parameters
are listed in Table 57.

The 500 toy samples are fitted with both fitters (the one used to generate the samples
and our base line fitter). For every signal parameter, we obtain two distributions with
the differences between the fitted and the generated values for this parameter for both
fitters. We fit these two distributions with a gaussian fit. The difference between the two
gaussian means plus its error is our estimation for the systematic error associated to this
parameter.

The results of these studies are shown in Figs. 56 and 57, and the estimated systematic
errors are summarized in Tabs. 55 and 56.
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Figure 56: Impact on the signal floating parameters due to the uncertainty on the back-
ground model chosen (A)75, ). First and k¥rd rows correspond with fitting generated
samples using the same PDF used to generate the samples. The second and fourth rows
correspond with fitting the samples using our default fitter. In Table 55 the assigned
systematic errors are shown.
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Signal Parameters ‘ Zé*)f — 73, Eé*H — MA)m3,

5, pole, Ot 56.24 52.02
X, width, o1 MeV/e? 5.1 8.3
2y yield. Ng 353 430
X pole, Qo2, MeV/c? 75.81 72.83
2% width, Toe MeV/c? 7.5 11.5
¥ vield, Ny 547 817

Table 57: Signal parameters returned by the fitter to Agwgb and Agﬂgb signs when using
RooDstDOBG distribution (Equation 12) as the background model. All the masses and
widths are in units of MeV/c?.

10.2.3 Summary of the Systematics

We added in quadrature the total of systematics errors to quote the total systematic
uncertainties of our measurements. In Tab 58 all the sources of systematic errors are
listed together with the absolute value assigned.

11 Summary

We have observed Eé*)i in 6.0 fb~! of data collected by the CDF detector. We observed
every of the states with more than ~ 7o of significance. We took the first measurement
of the natural width of these baryon states. We measure the Q-values of X, , Xy~ 5F
and 2" to be:

o m(Z") — m(AY) — m(nT) = 52.0003 (stat) T (syst) MeV/c?

(

o () —m(A9) —m(n~) = 56.275 (stat) 700 (syst) MeV/c?
(ZH) —m(AD) — m(nF) = 72.7 £ 0.7 (stat) 70§ (syst) MeV/c?
(

o m(X;7) —m(AY) —m(r™) = 75.7 4 0.6 (stat) 0o (syst) MeV/c?

From these @-values it is straightforward to extract the isotopic mass differences between
1+

opposite charged states within the two isotriplets J* = 1" and J” = %Jr:

o m(TF) = m(Sy) = —4.27E (stat) 00 (syst) Mevy/e?
o m(I;) —m(Z;7) = —3.0 £ 0.9 (stat) T0 12 (syst) MeV/c?

The statistical errors have been added in quadrature. To quote the systematic errors for
the isospin splittings, the correlation between systematic uncertainties for isopin partners
has to be taken in account. We say that two systematic errors, related with the systematic
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Signal Pars. | Mass Scale Fitter Bias Res. Res.Charge Back. Weight | Total %
o+ Q 0.03 0.05 0.05 0.04 0.09 0.2
b —0.35 —0.12 —-0.05 —0.01 | =0.37 1
ST 0.20 0.28 0.80 0.40 0.41 1.04 11
b —0.20 —0.38 —0.89 —0.40 —0.10 | —1.07 12
5 ovnts [ R
o0 0.02 0.05 0.04 0.01 0.07 0.1
b —0.38 —0.07 —-0.04 —-0.01 | —=0.39 1
T 0.20 0.27 0.80 0.50 0.11 1.01 23
b —0.20 —0.27 —0.85 —0.50 —0.19 | —1.06 25
S ovents 3 8 34 1 35 11
b -7 —34 -3 -35 10
o Q 0.03 0.05 0.10 0.01 0.12 0.2
b —0.52 —0.13 —0.10 —0.01 | =0.55 1
Sk 0.20 0.20 0.60 0.50 0.08 0.83 8
b —0.20 —0.29 —1.00 —-0.50 —-0.14 | —1.18 11
¥ 3 6 24 1 25 3
" events ~13 24 =3 | —21 4
¥ Q 0.02 0.05 0.06 0.02 0.08 0.1
b —0.56 —0.08 —-0.06 —0.01 | =0.57 1
Py 0.20 0.19 0.60 0.30 0.15 0.74 12
b —0.20 —0.23 —0.95 —-0.30 —0.10 | —1.05 16
%y events s " A e

Table 58: Summary of the systematics errors. For every parameter, the total systematic
error is obtained adding all the errors in quadrature. The order of the systematic errors,
in these table are: mass scale, fitter bias, resolution, differences in resolution for states
decaying into positive and negative charged softpions, assumed background model, and
Masses and widths are in

the effect on variations on the resolution weight fraction.

MeV/c?.
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variation of one parameter of the model, are correlated if the @)-value of both isospin
partners change in the same direction under the systematic variation of that parameter.
In section 10 several sources of systematic uncertainties have been studied. These studies
shown that several of the explored uncertainties sources for the ()-values of the isospin
parterns are correlated in the sense defined above.

For those uncertainties which they are correlated (in Table 58 they are listed all the
sources of systematic errors ), just adding in quadrature would be an overestimation of
the error. It is more sensible to take first the difference between the isospin partners
systematic errors, and then added in quadrature those differences.

The quoted systematical errors have been estimated in the following way:

e adding in quadrature the systematic uncertainties comming from the assumed back-
ground model.

e for the rest of systematic sources, we first take the differences between systematic
errors from both isospin states, and then we added in quadrature those differences
together with the previous systematic errors from the assumed background.

We measure the natural widths of these states to be:
o I(Z)) =9.2735 (stat) "1 ) (syst) MeV/c?

o (X)) = 4.3 (stat) 1) (syst) MeV/c?

—1.1
o (X)) = 104727 (stat) )5 (syst) MeV/c?
o (X)) = 6.4722 (stat) 707 (syst) MeV/c?

To go from () values to absolute masses for Eé*)i, we add the PDG value of the 7% mass
and the best CDF IT mass measurement for AY, which is m(A)) = 5619.7 + 1.2 (stat) +
1.2 (syst) MeV/c? [64]. The error on the mass of the A must also be added to the
systematic error.

We measure the absolutes masses of these states to be:

m(X;) = 5811.2103 (stat) & 1.7 (syst) MeV/c?
e m(X,) = 5815.5108 (stat) £ 1.7 (syst) MeV/c?
o m(X;") =5832.0+ 0.7 (stat) & 1.8 (syst) MeV/c?
e m(X;7) =5835.0 + 0.6 (stat) & 1.8 (syst) MeV/c?

Table 59 summarizes the results.
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State Qo- pole value,  Absolute Mass, Iy, Yield,

MeV/c? m, MeV/c? MeV/c?>  num. of cands.

s 5201091099 58119709 417 9o¥3SHL0  yagtll0+IS
o 5627064007 58155100 £ 1.7 43731410 333498 4 35
s 7274077912 58320+ 0.7+ 1.8 104727105 7gotlliads
e 75.7+0.610% 5835.0+£0.6+1.8 6472207 599785 4 99

Isospin Mass Splitting, MeV/c?
m(Zy) - m(Zy) —4.2555 700
m(Z5T) - m(X;) —3.0£0.9%013

Table 59: Summary of the final results. Masses and widths are in MeV/c?. In all the
quoted values the first uncertainty is statistical and the second one systematical.

12 Conclusions

In a conclusion, we have measured the Eé*)i bottom baryons using a sample of ~ 16300
AY candidates identified in A) — AFf7~ mode. The sample corresponds to an integrated
luminosity of 6fb™!.

The first observation of Eé*)i bottom baryons made by CDF Collaboration [36] has been
confirmed with the every individual signal reconstructed at a significance of 2= 7o in
Gaussian terms.

The direct mass difference measurements have been found with the statistical precision by
a factor of 2= 2.3 better w.r.t. to the published [36] numbers and according to the amount
of the statistics available. The measurements are in a good agreement with the previously
found results [36]. The measurements critically test several of theoretical predictions, e.g.
the Table 1.

The isospin mass splittings within I = 1 triplets X, and X} have been extracted for
the first time. The precision of the experimental values is as good as the ones quoted by
PDG [§] for X, states. The Zé*)f states have a higher mass value than their E,S*H partners
following [42] a well known pattern of any known isospin multiplet and contrary to their
charm partners [8], X. where the supposedly natural order of masses within isotriplets is
still violated.

The natural widths of both Elf and E{fi states have been measured for the first time.
The measurements are in a agreement with the theoretical expectations, see the Table 3.
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