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CHAPTER 1
INTRODUCTION

The quest to understand the building blocks of our universe is as old as the history
of the human race itself. With time, our knowledge of nature has evolved from the
Doctrine of the Four Elements of Empedocles to the Standard Model of Elementary
Particles which is the most compelling theory describing the fundamental constituents
of matter and their interactions. The Standard Model can be truly considered one of
the great scientific triumphs of the 20th century.

1.1 Standard Model of Elementary Particles

The Standard Model states that all visible matter consists of fundamental parti-
cles of two kinds: leptons and quarks. Both leptons and quarks are spin 1/2 fermions.
There are six leptons and six quarks which are grouped into three generations accord-
ing to their mass. The known leptons are electron (e), muon (u), tau (7) and their
associated neutrinos (v, v, v;). The known quarks are up (u), down (d), strange
(s), charm (c), bottom (b) and top (¢). Fermions are involved in four known interac-
tions: gravitational, electromagnetic, weak interaction and strong interaction. With
the exception of gravity, all interactions in the Standard Model are mediated by the
exchange of another type of elementary particles with spin 1 known as gauge bosons.
The electromagnetic interaction involves charged particles (all fermions except neu-
trinos), and it is mediated by the exchange of photons (y). All known fermions
participate in the weak interaction which is responsible for such processes as nuclear
beta decay. The weak interaction is mediated by the exchange of three bosons: W,
W~ and Z. Among all the fermions, only quarks participate in the strong interaction
which is mediated by gluons (g). The strong force is responsible for, among other

things, binding quarks together to form nucleons (protons and neutrons) and holding



protons and neutrons together inside atomic nuclei. The properties of fermions and
bosons are summarized in Tables 1-1, 1-2 and 1-3.

The Standard Model is a quantum field theory which is based on the gauge sym-
metry SU(3)c x SU(2);, x U(1)y [1]. This gauge group includes the symmetry group
of the strong interaction, SU(3)¢ and the symmetry group of the unified electroweak
interaction, SU(2)r x U(1)y. The Standard Model defines the dynamics of both the
interacting fermions and the exchange vector bosons. It allows for the calculation of
cross-sections of various processes and decay rates of different particles. The numer-
ous experimental studies of the past 30 years show a very high level of consistency
between data and Standard Model predictions. The best illustration of this agree-
ment between theory and experiment is the discoveries of the W [2, 3] and Z [4, 5]
bosons by the UA1 and UA2 collaborations at CERN and the top quark by the CDF
and DO collaborations at the Tevatron [6]. The last particle predicted by the Stan-
dard Model and yet to be discovered is the long hypothesized Higgs boson (H) which
is introduced in theory to give particles their masses. The search for the Higgs boson
is one of the most important experimental problems to be addressed during Run 2 at
the Tevatron and the future LHC experiments.

1.2 Quantum Chromodynamics

Quantum Chromodynamics (QCD) is the theory of strong interactions between
color charged objects which are quarks and gluons. The history of QCD starts with
the idea of the parton model in the late 1960’s. This idea arose out of necessity to
explain the scaling observed in the SLAC experiment on deep inelastic scattering of
electrons on hadrons [7]. The surprising result was that the measured cross-section
did not fall off exponentially as the inelasticity of the reaction increased. Instead, it
had a so-called Bjorken scaling [8] behavior which suggested existence of a point-like
structure inside the target nucleons. This gave rise to the parton model [8, 9] in which

the constituents of hadrons were identified with partons. This phenomenological



Table 1-1: Properties of leptons. The spin, charge (e) and mass are listed for each
particle.

Particle Spin Charge Mass
15t generation e~ 1/2 -1 0.510998924-0.00000004 MeV /c?
Ve 1/2 0 <3eV/c?
2™ generation uwo 1/2 -1 105.658369+40.000009 MeV /c?
v 1/2 0 < 0.19 MeV/c?
374 generation T 1/2 -1 1776.9975-22 MeV /c?
vy 1/2 0 < 18.2 MeV/c?

Table 1-2: Properties of quarks. The spin, charge (e) and mass are listed for each
particle. Additionally, each quark can also carry one of three color charges (blue,
green, red) responsible for the strong interaction.

Particle Spin Charge Mass
1% generation U /2 +2/3 1.5-4 MeV /c?
d /2 -1/3 4-8 MeV /c?
2"d generation c /2 +2/3  1.15-1.35 GeV/c?
s /2 -1/3 80-130 MeV /c?
3¢ generation t /2 +2/3 178.0+£4.3 GeV/c?
b /2 -1/3 4.1-4.4 GeV /c?

understanding of SLAC scaling was soon extended to other hard scattering processes
such as ete” annihilation into hadrons and inclusive high p, hadron production in
hadron-hadron collisions. However, the idea of what exactly a parton was remained
elusive despite the phenomenological successes of the parton model.

Another important moment in the history of QCD is the idea of quarks. Quarks
were proposed in 1964 [10] by Gell-Mann and Zweig based on the studies of hadron
spectroscopy. As they pointed out, the observed patterns can be understood in terms
of the hypothesis that hadrons are composite structures built from an elementary
triplet of spin-1/2 quarks (u-, d-, s- quarks; the other three quarks, c-, b-, t-, were
discovered much later), corresponding to the fundamental representation of SU(3)
group. The quark model appeared to be quite successful in describing the properties

of existing hadrons and predicting new states. However, this model, in order not



Table 1-3: Gauge bosons and forces of the Standard Model. There are eight different
species of gluons each corresponding to a particular color charge.

Boson Force Spin Charge [e] Mass [GeV/c?] Range [fm]
v electromagnetic 1 0 <6x107% 00
w weak 1 +1 80.425 + 0.038 ~ 1073
Z weak 1 0 91.1876 £+ 0.0021 ~ 103
g strong 1 0 0 <~1

to contradict the Pauli exclusion principle, required quarks to have one property,
less obvious but of central importance for the strong interaction. This property was
proposed by Greenberg [11] and is known as color-

The final step in this chain of arguments which led to QCD is the discovery by
Pollitzer, Gross and Wilczek of the asymptotically free field theory among the class
of non-Abelian gauge theories [12]. It became apparent that the gauge symmetry of
this new theory is the local color transformation and the symmetry group which is
generated by these transformations is the non-Abelian Lie group SU(3)¢. Therefore,
three possible color charges of a quark are assumed to be the fundamental repre-
sentation of the group and the gauge bosons mediating the strong interaction are
eight gluons carrying double color charge. This model became known as Quantum
Chromodynamics.

The most intriguing properties of the Quantum Chromodynamics are confine-
ment and the asymptotic freedom. The consequence of confinement is that the free
quarks (i.e. free color charges) are not observed in nature. What we see is hadrons
which are colorless combinations of quarks. The existence of confinement suggests
that the interaction between quarks becomes very strong at large distances so that
they remain bound together. The other peculiar property of QCD is the asymp-
totic freedom which predicts that quarks inside hadrons (i.e. at very short distances)

should behave almost as free particles. The asymptotic freedom is responsible for



the Bjorken scaling which was for the first time observed in a famous SLAC experi-
ment on deep inelastic scattering [7]. Both asymptotic freedom and confinement are
the consequences of unusual (different from electroweak interaction) behavior of the
QCD coupling ags. The dependence of the coupling as(Q)) on the energy scale @
(also known as running of ag) is given by the solution of the renormalization group
equation [13]:

A7

(@)= @y

(1.1)

where b = (33 —2ny)/3, ns is the number of active quark flavors (for which m, < @),
@ is the energy scale or momentum transfer and A is a parameter with dimension of
energy at which the coupling would diverge if extrapolated down to small ). The
value of A depends on the renormalization scheme, number of active flavors and can
also be defined to leading or next-to-leading order. Experimental measurements of A
(in the modified minimal subtraction scheme [13] and five active flavors) yield values
of around 200 MeV [14]. The form of Eq. 1.1 suggests that the as(Q) becomes large
and perturbation theory breaks down, for scales comparable with the masses of the
light hadrons, 7.e. @) >~ 1 GeV. This is an indication that the confinement of quarks
and gluons inside hadrons is actually a consequence of the growth of the coupling at
low scale, which is opposite to the decrease at high scales that leads to the asymptotic
freedom. This behavior of the QCD coupling is the result of the non-Abelian nature
of the strong interaction which is characterized by the presence of self-interaction of
gauge bosons (i.e., the theory contains three- and four-gauge-boson vertices). It is

these additional interactions that makes QCD so rich in various phenomena.

1.3 Jets of Hadrons
One of the most spectacular manifestations of the QCD is the existence of jets

of hadrons which we see in detectors as collimated sprays of particles. It was first

observed by the MARK1 collaboration at SPEAR in 1975 [15] that quarks produced in
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ete collision appeared as hadronic jets. Five years later, the experiments at PETRA
[16] proved the existence of jets from gluon emission in quark pair production. To get
an idea of how jet formation happens, we need to consider a process of bremsstrahlung
gluon radiation off a parton (quark or gluon). The differential spectrum of gluon

radiation off a quark with momentum p is given by the well-known formula [17]:

2 2
avarg — 05 (kL) A W
dw =2k [1 + <1 )T (1.2)
2m

where N¢ = 3 is the number of colors and £ is the gluon momentum. By examining
this formula, we can see that jet formation is driven by the quasi-collinear and/or

soft gluon emissions [17]:
Intrajet activity : k, <k <p—w~agln’p~1 (1.4)

At the same time, large angle emission off a parton with large momentum p can lead

to an extra gluon jet, however, with a small probability [17]:
Multijet topology : k) ~k~p— w~ ag/m < 1 (1.5)

The stage of parton cascade development is then followed by the hadronization stage
when quarks and gluons from the parton shower pick up color matching partners from
the sea of virtual quarks and gluons and become observable hadrons. Therefore, jets

of hadrons are as close as we can get experimentally to ”seeing” quarks and gluons.



CHAPTER 2
FRAGMENTATION OF QUARK AND GLUON JETS

This chapter gives an overview of the theoretical picture of quark and gluon
jet fragmentation. We will consider currently available perturbative QCD (pQCD)
tools for calculating a basic jet observable such as multiplicity of charged particles.
We will also review models of jet fragmentation implemented in Monte Carlo event
generators.

2.1 Analytical Perturbative Approach (APA) to Jet Fragmentation

When trying to obtain a quantitative description of jet properties, we have to
remember that the fragmentation is a manifestation of both asymptotic freedom and
confinement properties of the strong interaction. Perturbative QCD is applicable only
if the strong coupling, ag, is relatively small, 7.e in the regime of high momentum
transfers when the concept of free partons is valid. It is during this stage when the
cascade of quarks and gluons develops, thus, forming the structure of a jet. However,
what we see in detectors are not quarks and gluons but hadrons which are formed
during the confinement stage of jet formation. In this regime, the strong coupling
becomes too large, rendering perturbation theory ineffective. Fortunately, as Eq.
1.1 suggests, it happens at relatively small momentum transfers compatible with
the masses of light hadrons (<1 GeV). Thus, we may hope that much of the jet
structure developed during the parton branching with higher momentum transfers

*Te~ and ep collisions

should remain unaltered by hadronization. The data from e
indeed confirmed that, phenomenologically, distributions of hadrons and partons look
very similar. This has led to the hypothesis of local parton hadron duality (LPHD)
[18]. The LPHD has provided an important link between the perturbative QCD

calculations performed for partons and the experimental observables for hadrons. The

7
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framework of pCQD and LPHD forms the so-called analytical perturbative approach
(APA) to QCD jet physics. The goal of which is to describe the structure of the multi-
hadronic final states with the minimal reference to the hadronization dynamics. By
confronting the APA predictions with experimental data, we aim to find the areas of
applicability and the limitations of this perturbative approach.

The success of the parton description of deep inelastic scattering (DIS) prompted
detailed studies of QCD parton cascades. Historically, attempts to quantify logarith-
mic deviations from the true Bjorken scaling behavior has led to the development of
the so-called Leading Log Approximation (LLA) [19]. In the LLA, the contributions
to structure functions on the order of a%In"(Q?) are resummed in all orders while
the terms without large logs are neglected. The origin of this agIn Q? scaling break-
down stems from the fact that the parton’s transverse momentum inside hadron is
not restricted to be small. Thus, a quark can emit a gluon and acquire large trans-
verse momentum k; with probability w??7" ~ [ag dki/k3 (see Eq. 1.3). The
integral extends up to the kinematic limit k2 ~ Q? and gives rise to the famous log-
arithmic scaling violation. The LLA was also extended to the ee™ annihilations for
fragmentation functions in the region of finite momentum fractions, 0.1 < z < 1.0.

Despite its success in DIS, the LLA is not enough to obtain a satisfying descrip-
tion of jet fragmentation which, as it was already shown (Eq. 1.5 in Chapter 1),
is dominated by the soft gluon emissions. The dynamics of soft particles in jets is,
to some extent, accounted for by the so-called Double Log Approximation (DLA)
[20]. The DLA was initially developed for pure gluonic systems and was designed
to account for only leading double logarithmic contributions, agln?@Q? ~ 1, while
neglecting contributions of the order agIn Q? < 1 and ag < 1. This approximation
is the simplest analytical representation of the QCD parton cascade. In the DLA, one
re-sums in all orders terms % In*" Q? arising from double logarithmic (DL) infrared

and collinear singularities of gluon emission (§—qg, g—gg processes), but ignores the
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energy and momentum conservation. The DLA is too crude for making quantitative
predictions and is only valid at very high energies. However, it is conceptually simple
and allows for qualitative description of many effects in jet fragmentation.

It is important to mention the role that color coherence effects play in the de-
velopment of partonic cascades. Color coherence effects are common to any gauge
theory. In jet fragmentation, they manifest themselves in a suppression in production
of very soft particles compared to those with intermediate energies (Epqq ~ Efﬁ’o"l).
Coherence effects also result, on average, in a strong angular ordering (AO) [21] of
consecutive gluon emissions. The essence of AO is that the soft gluon in a parton
cascade is emitted only inside a cone formed by its two immediate predecessors. The
effect of strong AO in QCD helps to present the pattern of the parton cascade in terms
of purely probabilistic picture of Markov chains of independent elementary radiation
events. This probabilistic scheme significantly simplifies large log re-summation in
all orders of ag.

2.1.1 Modified Leading Log Approximation (MLLA)

In order to make successful a quantitative description of jet evolution, one has to
account for the sub-leading single logarithmic (SL) effects (9—¢g and g—qg, g—gg
splitting with hard momenta) on the order of o In**~' Q? along with the leading
double logs, o% In** Q% (DLA accuracy). This is done within the so-called Modified
Leading Log Approximation (MLLA or also referenced as next-to-Leading Log Ap-
proximation, NLLA) [22], where SL and DL contributions are re-summed in all orders
of ag.

The only MLLA parameter, ).y, is the cut-off on the minimal allowed parton
momentum with respect to the parent parton. It sets the lower limit on the parton
virtuality, thus, playing the role of the effective parton mass. The Qs cutoff can

also be considered as the scale below which non-perturbative hadronization effects
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Figure 2-1: Example of the distribution of charged particle transverse momenta with
respect to the jet direction. The distribution is obtained for particles within a cone
0.=0.47 around jets from dijet events.

dominate in the jet formation. The value of Qs is not defined in the theory, but
rather has to be determined experimentally.

Fig. 2-1 shows an example of the distribution of charged particle transverse
momenta with respect to the jet direction, k. From this plot, one can see that most
of particles have k; < 1 GeV and, therefore, belong to the region where analytical
calculations are very challenging. Spectrum of transverse momenta, &, in data also
suggests that, in order for the MLLA to be a successful model of jet fragmentation,
Qesr has to be on the order of a few hundred MeV (Q.rr ~200 MeV).

2.1.2 Local Parton Hadron Duality Hypothesis (LPHD)

The application of pQCD to multiparticle production is not possible without
an additional assumption about the hadronization stage of jet evolution which is
governed by color-confinement. As mentioned before, such a link between partons

and hadrons is provided by the hypothesis of local parton hadron duality, LPHD [18].
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The LPHD assumes that the hadronization occurs locally at the end of the parton
shower development. In other words, the conversion of partons to hadrons happens
at a low virtuality scale on the order of hadronic masses (Q¢ss ~ few hundred MeV),
it does not depend on the scale of the primary hard process, and it involves only small
momentum transfers. Therefore, results obtained for partons with k; > Q.ss should
apply to hadrons as well. The origin of this local duality is in the pre-confinement
properties [23] of the QCD cascade: the color charge is locally compensated and the
color neutral clusters of limited masses are formed in the cascade.

The naive interpretation of the LPHD is that every parton picks up color match-
ing partners from the sea of virtual quarks and gluons and becomes a hadron which
“remembers” the direction and momentum of the original parton. Therefore, one can

assume that for sufficiently inclusive observables the following relation should hold:

O(xla T2, ---)|hadr0ns = KLPHDO(xla X2, ey Qeffa A)‘partons (21)

In other words, the inclusive momentum distributions for partons and hadrons in jets
are the same apart from a possible normalization. The same should be also true for

the average multiplicities in jet:

Nhadrons = KLPHDNpartons- (22)

It is important to mention that one should not expect a one-to-one match between
partons and hadrons on event-by-event basis, but only in their average behavior
as well as in fluctuations around the average. Finally, the LPHD is expected to
be asymptotically correct because the sensitivity to the cut-off decreases with the

increasing energy.
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2.2 APA Predictions

In this section, we will discuss the APA predictions for the mean charged particle
multiplicities in gluon and quark jets. The multiplicities of hadrons are a very funda-
mental characteristic of jets, and they are given considerable attention in experimental
measurements. The predictions for particle multiplicities in jets are based on calcu-
lations carried out in the framework of MLLA [17] and its extensions [24, 25, 26, 27],
supplemented with the LPHD hypothesis [18]. Traditionally, the solutions of pQCD
equations are obtained for the multiplicity of partons in gluon jets, N;"”t"”, and for
the ratio, r = N_g‘"t”" /Ng""t"", of parton multiplicities in gluon and quark jets.

Theoretically, the parton multiplicity in a jet of energy Ej is calculated for
partons in a small cone defined by an opening angle, 6., around the direction of the
initial quark or gluon emerging from ¢g or gg color singlet source [17]. The multiplicity
Nparton(y) depends only on one scaling variable y = In (Q/Qeff) = In (Ejetfe/Qery),
where Q) = Ej¢0, is the jet hardness and Q. is the kr cut-off for partonic cascade (in
MLLA, Q.ys can be taken as low as A). To accommodate the multiplicity measure-
ments performed at ete™ colliders for all charged particles in the full solid angle, the
theoretical predictions are often extended to cones as large as a whole hemisphere, or
6. = m/2. Strictly speaking, this goes beyond the precision of the pQCD calculations
and there is no unique prescription for doing such extrapolations. However, it seems
natural to use Q) = 2E}.tan(f./2) that has the correct limit at small opening angles
and remains Lorentz-invariant for large angles with respect to boosts along the jet
direction. For a full hemisphere, the energy scale becomes () = 2E,;. The definition
of a scale in the case of three-jet events in ete™ collisions with all jets at large angles
with respect to each other is even more ambiguous and we postpone this discussion

till next chapter where we will review results obtained at ete™ colliders.
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Table 2-1: Numerical values of the perturbative corrections for the parton multiplicity
in gluon jets, Ny, and the ratio of multiplicities, r = N, /Nj.

Tlf aq a9 as T T2 T3

3 0.280 -0.379 0.209 0.185 0.426 0.189
4 0297 -0.339 0.162 0.191 0.468 0.080
5 0314 -0.301 0.112 0.198 0.510 -0.041

2.2.1 Mean Multiplicity of Charged Particles
According to the recent so-called next-to-next-to-next-to-Leading Log Approx-
imation (3NLLA extension of MLLA) [26], the mean parton multiplicity in gluon

jets is given by

Npm‘ton

) —a1c exp{?c\f-l—

(y
[2a2c + = ln 2y + 2)] +

c
f
c? 2 151
— |asc” — ln2y+1:|}, 2.3
~Jawc = Sy + 1) 2.3)
where coefficients a; (i=1-3) are given in Table 2-1, and other parameters are defined

below:

=In (Q/Qeff) =In (Ejetac/Qeff)a c= (4NC//30)1/2a
11NC—2nf 17Ng—nf(5Nc+3CF)
ﬁ() - fa ﬁl - 3 -

In Eq. 2.3, the pre-exponential term and the first term in the exponent correspond
to the M LLA expression for multiplicity. The second term in the exponent, pro-
portional to ¢/,/y, is the NNLLA [25] correction. The third term in the exponent,
proportional to ¢?/y is the 3N LLA result. The role of the 3NLLA correction is not
important compared to the lower order terms because of the smallness of a3. It is
interesting to note that the NNLLA and 3NLLA corrections are almost constant
and somewhat compensate each other at currently accessible energies. Therefore, the

MLLA expression for gluon jets is a good approximation to the higher order result.
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Strictly speaking, the next-to-M LLA calculations (NNLLA and 3NLLA) are not
the next order calculations of the contributions into the amplitudes of the branching
processes. However, these terms are of some relevance because they include energy
conservation at improved level of accuracy.
2.2.2 Difference between Quark and Gluon jets

In QCD, quarks and gluons have different probabilities (proportional to their
color factors, Cr=4/3 and Cy=Nc=3 respectively, also frequently referred to as
“color” charges) to emit gluons, and it is therefore expected that jets produced by
quarks and gluons will exhibit a difference in their fragmentation properties. This
difference is best characterized by the ratio of hadron multiplicities in gluon and
quark jets, r = Ny/N,. The asymptotic (at E,,, — 0o) value of r is simply a ratio
of gluon and quark color factors, r = C4/Cr = 9/4 (DLA, see ref. [28]). At present
energies, however, the asymptotic value of r can be achieved in the soft limit of
the particle spectrum [29]. The inclusion of two loop «g corrections [24] (one loop
in MLLA) and energy conservation [25] up to NNLLA level reduces the ratio to,
respectively, » ~ 2.1 and r ~ 1.7 at experimentally accessible energies. Even higher
order corrections which further diminish the predicted ratio, » = Ny /N,, are obtained
in the next-to-next-to-next-to-leading order (3NLLA [26]):

Ca

C (1 —T1% — 7’273 - 7“373); (2-4)
F

where coefficients r; (i=1-3) are given in Table 2-1, and ~, is defined below:

Yo = 2Ncoz5/7r, g 2m [1 — ﬁl ln(2y):| .

~ Boy By
The theoretical results discussed above for the ratio are presented in Fig. 2-2. Despite
the fact that various calculations disagree on the absolute value of ratio, they all
predict a weak dependence on the energy scale. These calculations also show the

relative importance of the higher order ag corrections and energy conservation. The
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Figure 2-2: Theoretical predictions for the ratio of multiplicities in gluon and quark
jets, r = Ny/n,.
strict energy conservation and a corresponding limitation on the available phase space
can be included even more accurately by solving the evolution equations numerically.
This solution is presented in ref. [27]. The exact numerical solution reduces the ratio,
r = Ny/N,, by another 10% compared with the 3NLLA predictions.

As it was already mentioned above, the pQCD equations are traditionally solved
for the multiplicity in gluon jets, /Ny, and for the ratio of multiplicities in gluon and
quark jets, r = N,/N,. Therefore, the 3NLLA prediction for the multiplicity in

quark jets, N, is simply given by N, = N,/r + O(+]) [26]:

C
Ngarton(y) — _Fy*alcz exp {20\/@ +

Ca
i[7‘1—1-2@202—!-6—;(ln2y—|-2)]+
VY By
c? r% o a1
— — — In2 1 . 2.

We also have to mention that the theoretical calculations discussed above are per-
formed in the limit of massless quarks, i.e. applicable to light u-,d- and s- quarks only.

Finally, the corresponding expectation of hadron multiplicities in jets is provided by
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Eq. 2.2, N;‘;dmns = KrpupNEY*". The LPHD assumes that the constant Kppgp
is the same for gluons and light quarks.
2.3 Jet Fragmentation in Monte Carlo Event Generators

In this section, we will consider implementation of jet fragmentation in Monte
Carlo (MC) event generators. Nowadays, Monte Carlo simulation is widely used for
visualization of not only detector performance but also of physics phenomena. There
are a number of specialized and general purpose MC event generators, among which
Herwig [30] and Pythia [31] are, probably, the most popular general purpose ones.

Jet fragmentation in both Herwig and Pythia includes two steps: perturbative
initial- and final-state parton branching, and conversion of final partons to hadrons
via phenomenological hadronization models. This approach gives a good description
of diverse jet evolution phenomena with relatively few adjustable parameters. Both
generators were tuned to reproduce inclusive event characteristics (charged particle
multiplicity and momentum spectra, event shapes, etc.) and inclusive spectra of
identified hadrons in ete™ — hadrons reaction at the center-of-mass energy around
the Z° pole.

The parton shower models of Herwig and Pythia are very similar. The cascade
evolution is treated as a branching process based on the LLA. There are three types
of parton splitting in this picture: ¢ — qg, ¢ — gg and g — ¢¢. The probability
for the decay of parton a with virtual mass m, into partons b and c is given by the
“DGLAP” evolution equation [32] (used to be known as Altarelli-Parisi evolution

equation):

dwaﬂbc _ /dzaS(Qz)
2m

dt Pa—)bc(z)a (2'6)

where the evolution parameter ¢ is related to parent’s virtuality by ¢=In (m2/A?) in

case of Pythia. The evolution in Herwig is done in terms of ¢t=In (¢?/A?) (essentially
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in terms of emission angle 6,.), where (, is defined by

Db Pe
=F +/ = 2.
Ca a gbca gbc EbEc ) ( 7)

where p,, p., Ep and E. are the four-momenta and energies of partons b and c.
The strong coupling as(Q?) in Eq. 2.6 is evaluated at Q? equal to the transverse
momentum squared of the branching. The splitting function P, .(2) is used to
generate the energy fractions z and 1 — 2z of daughter partons. The QCD coherence
effects are included in both Herwig and Pythia, however, with some difference. Thus,
Herwig has an exact implementation of the angular ordering in initial- and final-state
radiation via its evolution parameter (, (see Eq. 2.7). In the case of Pythia, the
angular ordering is implemented via ordering parton’s virtuality and vetoing non-
ordered angles. Azimuthal asymmetries for gluon decays both from coherence and
spin effects are also included in Herwig and Pythia. The treatment of hard gluon
emission in Herwig is improved by matching of the first gluon branching to the three-
jet matrix element (N LO accuracy for high z). In both generators, the parton shower
is terminated when the parton virtualities drop below Qcutoff-

The real difference between Herwig and Pythia is in the implementation of the
hadronization. Herwig exploits a so-called cluster model of hadronization [33] which
is motivated by the preconfinement [23] property of the parton branching. The im-
plementation of the cluster model is the following. At the end of the parton shower,
all gluons are forced to non-perturbatively split into gg pairs. Neighboring ¢g pairs
then form color-neutral clusters which decay isotropically in their rest frame into
(usually) two hadrons. Special treatment is given to very light clusters, which are
allowed to “decay” into a single hadron, and to very heavy clusters which can decay
into clusters before decaying into hadrons. Baryons are produced from cluster de-
cays into baryon-antibaryon pairs, i.e. clusters themselves always have zero baryon

number. If a cluster contains a quark from the perturbative parton shower (not from
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gluon splitting), the hadron formed from this quark “remembers” the original quark’s
direction (given by angular probability distribution P(#?) ~ e=%"/?%). The advantage
of the cluster model is its simplicity and that the global event shape and the hadron
momentum spectrum are largely determined by the parameters, A and Qcutoff, gOV-
erning the parton shower, and to a lesser extent by the thresholds for clusters of
too high and too low mass. The hadron flavor composition is mainly driven by the
available phase space in cluster decay, in other words, by the cluster mass spectrum
which is asymptotically Q-independent and universal.

The conversion of partons to hadrons in Pythia is accomplished by the Lund
String Model [34]. It is easier to understand the concept of string fragmentation
using an example of the ¢g pair production in e*e™ annihilation. Neglecting for the
moment the soft gluon radiation, the produced quark and antiquark move out in
opposite directions, losing energy to the color field, which collapses into a string-
like configuration between them. The string has a uniform energy per unit length,
corresponding to a linear quark confining potential. The string then breaks up into
hadrons through spontaneous ¢q pair production in its intense color field. The addi-
tion of gluon radiation results in kinks on the string, each initially carrying localized
energy and momentum equal to that of its parent gluon. During a string breakup in
its rest frame, the (equal and opposite) transverse momenta of quarks from a ¢g pair
are generated according to a Gaussian distribution of width ¢,. Longitudinal hadron
momenta are determined by means of phenomenological fragmentation functions: the
Lund symmetric function for light (u,d,s) quarks, and the Peterson [35] function for
c and b quarks. Baryon production is included by allowing diquark-antiquark pairs
to be created. Meson production in the string between baryon and antibaryon is also
allowed. The string model has a few parameters to describe the energy-momentum
spectra of produced hadrons and many parameters to describe their flavor compo-

sition. The string model was tested extensively in eTe™ collisions and showed an
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excellent agreement with the data. However, it has a complicated structure and the
presence of a large number of phenomenological parameters somewhat shadows the

perturbative information.



CHAPTER 3
STUDIES OF QUARK AND GLUON JETS

This Chapter presents the motivation for measurements of quark and gluon jet
differences at CDF and provides an overview of early experimental results. The
feasibility and strategy of the analysis at CDF are also discussed.

3.1 Physics Motivation

Jet evolution is driven by multi-gluon emission with very small momentum trans-
fers and is governed by soft QCD. Studies of jet fragmentation probe the region where
pQCD calculations are notoriously difficult. They also facilitate investigation of the
transition between the pQCD and non-pQCD domains. One aspect of fragmentation
studies is the measurement of the mean charged particle multiplicities in gluon and
quark jets. As it was discussed in Chapter 2, pQCD has a very definite prediction
about the ratio of these multiplicities, r = N;/N,. The difference between quark
and gluon jets is at the heart of QCD. Therefore, not surprisingly, it has sparked
much of experimental interest. Measurements of the multiplicity differences between
quark and gluon jets have a long history. Most of these measurements come from
ete™ colliders. The pQCD calculations imply r~1.4-1.7 in the range of experimen-
tally accessible jet energies. The earliest measurements of the ratio r = N,/N, were
consistent with 1 (see [36, 37] and the next section). Over the 10-year LEP era, the
reported values varied from r~1.1 to r~1.5 [36] most of which had small uncertainties
and were significantly below the theoretical predictions, r~1.4-1.7 (see Fig. 3-1). It
should also be pointed out that there is a certain amount of controversy around some
of these measurements related to the difficulties and possible biases arising from the
necessity to identify and manipulate three-jet events—the only source of gluon jets

at LEP (this is left for discussion in the next section). Therefore, the range of ete”

20
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results motivates an independent measurement of r in a different environment such
as pp collisions.

The ete™ experiments have conducted very detailed studies of the fragmentation
in quark jets. These measurements cover a wide range of jet energies from ~5 GeV to
~105 GeV. On the other hand, there are only two model-independent measurements
of gluon jet properties at well defined scales (see next section). This definitely moti-
vates more studies of gluon jets. Finally, jet fragmentation data from the Tevatron

will complement measurements from e*

e~ and ep experiments, providing a unique
test of the universality of jets.

There is also a practical motivation for studies of quark and gluon jets. Good
understanding of jet fragmentation is important for the success of high-Pr physics
programs of Run II at the Tevatron and future LHC experiments. Utilizing the
differences in quark and gluon jet evolution can be an effective tool for reduction of
QCD backgrounds in measurements involving b-jets and/or jets from W*—¢‘g“ and
Z—qq decays. One of the analyses which can potentially benefit from this is the
study of top quark properties in tt—bbjjjj channel, where the signal is all quark jets
and the background is many gluon jets.

Many analyses rely on simulation of jets by Monte Carlo event generators (e.g.,
jet energy corrections, acceptance and background estimations). Despite the fact that
both Herwig and Pythia were tuned to reproduce jet fragmentation in e*e~ annihi-
lations, it is not clear if they will perform equally well in the much more complicated
and diverse environment of pp collisions. This makes it very important to compare
quark and gluon jet fragmentation in data and Monte Carlo.

3.2 Experimental History

Most early experimental results on the differences between quark and gluon jets

+ +

come from e"e” machines. Studying gluon jets in e™e~ annihilations is not a trivial
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task as one has to look for ggg events and identify which of the three jets is the gluon
jet. A brief review of these measurements is given below.

One of the first quoted results on ratio, r = Ny/N,, was obtained by the HRS
collaboration. The analysis was based on selecting threefold symmetric ee™ — ¢qg
events where the quark and gluon jets were produced at about the same energies
E ~10 GeV [38]. The probability for a gluon jet to have higher multiplicity was tested
by assuming the Poissonian multiplicity distribution and independent production of
each of the three jets (very naive assumptions). A value r = 1.297022 was obtained.

The first result from LEP was obtained by the OPAL collaboration [39]. The “Y”
shape events from ete™ — Z° — hadrons were selected for the analysis. The ratio
was found to be consistent with unity, r = 1.02 £ 0.04(stat.), for jets with energies
about 24 GeV. The analysis was based on a comparison of the multiplicity in different
hemispheres with respect to the plane which was perpendicular to the three-jet event
plane and contained the highest energy jet. The gluon-tagged and normal-mixture
jets were used for the analysis. The results were not corrected for quark and gluon
jets misidentification.

The ratio started climbing up with improvements in the experimental technique.
The “Y” shape events from Z° peak were used in the next OPAL work [40]. The
highest energy jet was assumed to be a quark jet. The lower energy jets were used
to measure multiplicities. The angle between each of the lower energy jets and the
leading jet was 150°+£10°. The so-called k¢ algorithm [41] was used to reconstruct jets
and assign particles to them. The charged particle multiplicities in quark and gluon
jets were derived from comparison of gluon-tagged jets and mixed jets. Monte Carlo
was used to obtain the flavor composition of the sample. The results were presented
for the energy scale () = Ej; = 24 GeV. The average charged particle multiplicities

in gluon and quark jets were Ny = 9.1040.10 and Ngn ) = 6.8640.09 respectively



23

(here and further, NFM stands for “natural flavor mixture”! ). The obtained ratio
was r = Ng/Nq(NFM) = 1.326 4+ 0.054 4+ 0.073. The results were not corrected for
detector acceptance and resolution.

The SLD collaboration used essentially the same technique in their studies of
quark and gluon jets from “Y” type events [42]. The only difference was that gluon
jets were compared to jets originating from light flavor (u,d, s) quarks. The results
were reported for the energy scale Q = Ej; = 24 GeV. The measured ratio was
r = N,/Nyas = 1.294 4 0.06475947.

The OPAL measurement [43] essentially repeated the previous [40] study with
only slight improvements. This time, tuned Monte Carlo was used to derive sample
purities and unfold multiplicity. The updated values were N, = 9.10 4= 0.07 &= 0.09,
Nyvemy = 7.27+0.07 £ 0.08 and 7 = Ny/Nynrary = 1.251 4 0.024 £ 0.073.

In the next OPAL paper [44], the same approach was used to study differences
between light quark jets and gluon jets. The corresponding results were N, = 9.16 =
0.07 £ 0.12, Ny4s = 6.18 £ 0.06 + 0.13 and r = Ny/Nygs = 1.390 & 0.038 £ 0.032.
The results were reported for the energy scale of () = Ej; = 24.4 GeV. A novel part
of this work was that all measurements were repeated with the cone jet finder and
multiplicity was measured in the jet cone (R = 30°). The corresponding results were
Ny =6.184+0.06£0.13, Nygs = 5.44+£0.05+£0.04 and r = Ny/Nyqs = 1.135£0.031 £
0.029. The reported hardness scale was @Q = Ej¢; = 24.4 GeV.

The ALEPH collaboration has also studied quark and gluon jets from “Y” shape
events at the Z° peak [45] employing the same method as OPAL and SLD. Apart
from light quarks, gluon jets were also compared to c- and b-flavor jets. For the

energy scale () = Ej.; = 24 GeV, ALEPH has reported the following results: N, =

! According to PDG [14], the fractions of u,d,s,c,b quark jets produced in
Z%—hadrons are 14.5%, 23.3%, 23.79%, 16.79% and 21.62%, respectively.
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9.90 + 0.10 4 0.27, Nygs = 7.90 £ 0.44 £ 0.26, 7 = Ny/Nygs = 1.249 £ 0.084 £ 0.022
and 7 = Ny/Nynray = 1.194 4+ 0.027 £ 0.019.

Various techniques were employed in analysing data from the Z° peak by the
DELPHI collaboration [46]. Quark and gluon jets were studied in symmetric “Y”-
type and “Mercedes”-type events. For both event types, jets from tagged and mixed
samples were used to find multiplicities in quark and gluon jets. In “Y” events, the
highest energy jet was assumed to be a quark. The gluon jet was identified by tagging
one of the lower energy jets as b-quark. The jets from the mixed sample had to fail
heavy flavor tagging. In “Mercedes” events, the angle between jets was 120° 4 15°.
The gluon jet was identified by tagging two other jets as b-quarks. The kp-finder was
used to reconstruct jets and assign tracks. Tuned Monte Carlo was used to derive
sample purities and unfold multiplicity. The ratio from the analysis of “Y”-type
events was measured to be r = Ny /Nyq4s = 1.279 £ 0.021 £ 0.020. The reported ratio
from the analysis of “Mercedes”-type events was r = Ny/Ny4s = 1.3234+0.05340.020
for the energy scale ) = Ej;.; = 30.4 GeV. The results from the analysis of symmetric
qqg and gg¢vy events were also quoted in the same paper [46]. The method was similar
to the analysis of “Y”-type events. The gluon jet was identified by tagging one of the
lower energy jets as a b-quark. The multiplicity in quark jets of reduced energy was
obtained from ¢gvy events. The JADE [47] and k7 algorithms were used to reconstruct
jets and assign particles. The reported energy scale was ) = Ej.; = 26.6 GeV. The
quark jet sample contained 33% of c-quarks and 11% of b-quarks which was slightly
different from the NFM sample. The results obtained with kr and JADE algorithms
were 7 = Ng/Nygsep = 1.2324£0.0224+0.018 and 7 = Ny/Nygsep = 1.369+£0.01940.035,
respectively.

All the analyses discussed so far were based on the comparison of jets in twofold
or threefold symmetric 3-jet events. These measurements suffered from one major

problem—the ambiguous assignment of particles to jets in three-jet events which
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heavily depended on the details of the particular jet finding algorithm (such jets are
called biased). As a consequence, the results obtained with different algorithms were
very inconsistent. The other basic problem was related to improper choice of the
energy scale for comparison of the data and theory. Thus, the results were reported
for the jet energy as the scale of fragmentation. However, it was later shown in ref.
[48] that it is not the jet energy which describes the fragmentation of jets in three-jet
events. Therefore, the discussed results are biased and cannot be used for comparison
to theory predictions and CDF data.

The problems described above were realized and avoided in the later measure-
ments by CLEO and OPAL. CLEO has obtained the ratio by comparing multiplicity
in T — ggy and ete™ — ¢7 events [49]. The multiplicity in this measurement was
defined inclusively as a number of charged particles in one hemisphere. The quark
sample presented a natural flavor mixture where the fractions of u, d, s, c quarks were
approximately the same. The results were reported for the dijet mass in the range 4
GeV < M;; < 7 GeV. The reported ratio was r = 1.04£0.02£0.05. The energy scale
in this measurement was still too low to clearly see the difference between quark and
gluon jets. In the earlier work [50], the CLEO collaboration has also reported the re-
sults on the charged particle multiplicity in gluon jets at the dijet mass of M;; = 10.3
GeV: 2N, = 9.339 £ 0.090 = 0.045.

The OPAL collaboration returned to studies of “Y” shape events with the sig-
nificantly modified method [51]. A new analysis was based on selecting rare events
where a gluon jet was recoiling against two almost collinear quark jets. Each such
event was divided into two hemispheres by the plane perpendicular to the thrust axis.
A gluon and two tagged b-quark jets were required to be in the opposite hemispheres.
The multiplicity in a gluon jet was then defined inclusively as all charged particles
in a hemisphere. The average gluon jet energy was Ej.; = 39.2 GeV. It is important

to note that the jet clustering algorithm was not used to define the gluon jet and
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assign particles to it. It was demonstrated in ref. [52] that the properties of gluon
jets selected as described above correspond very closely to the properties of gluon
jets produced from a color singlet source. The multiplicity in quark jets was defined
inclusively as half of the multiplicity in Z° — hadrons event. The events had to pass
the light flavor (u,d, s) jet selection criteria. The average energy of quark jets was
Ejer = 45.6 GeV. The multiplicity in quark jets was corrected to account for the differ-
ence in energy compared to gluon jets. Purities of both samples (~80% for gluons, and
~86% for light quarks) and corrections for backgrounds were obtained based on Jet-
set Monte Carlo simulation. The corresponding results were N, = 14.63£0.38 £0.60,
Nugs = 9.50 £ 0.04 £ 0.24 and 7 = N,;/Nygs = 1.552 £ 0.041 £ 0.060. The reported
energy scale was () = 2Ej, = 78.4 GeV.

The next OPAL measurements [53, 54] basically repeated with better statistics
the previous analysis [51]. The [53] results were N, = 14.32 £ 0.23 & 0.40, Nyq45 =
10.10£0.0140.18, r = Ny /Nygs = 1.47140.024+0.043, with the corresponding energy
scale Q = 2FE,,, = 83.6 GeV. The results obtained in [54] were N, = 14.28+0.18+0.31
and 7 = Ny/Nyqs = 1.514 +0.019 £ 0.034. The scale was Q = 2E,,; = 80.2 GeV.

The discussed above CLEO [49, 50] and OPAL [51, 53, 54] measurements are
the only model-independent studies of properties of unbiased gluon jets in e*e™ an-
nihilations at theoretically well defined energy scales. All so far discussed early ex-
perimental results on the difference between quark and gluon jets are summarized in
Tables 3-1, 3-2 and presented in Fig. 3-1. There are also a few model-dependent and
indirect studies of the multiplicity in gluon jets and the ratio r = N,;/N, performed
by OPAL and CDF. These measurements are discussed below.

The OPAL collaboration has recently conducted two measurements of the gluon
jet properties. In the first model-dependent study [55], the kr algorithm was tuned to
identify exactly three jets in every event, and only Y-shape events were retained for

the analysis. The multiplicity in a gluon jet was extracted from the multiplicity in a
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History of measurements of the ratio of charged
particle multiplicities in Gluon and Quark Jets
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Figure 3-1: History of measurements of the ratio of charged particle multiplicities in
gluon and quark jets.
3-jet event by using a theoretical formalism [48] which is valid up to M LLA accuracy.
The multiplicity in unbiased quark jets was obtained from the 3NLO fit [36] to the
inclusive multiplicity in eTe™ — hadrons events with removed contribution from ¢, b-
quarks. The reported energy scale was ) = Prr,. It was shown in ref. [48] that
Prr,% can be used as an energy scale for unbiased gluon jets from 3-jet events. The
results for multiplicity in gluon jets and the ratio, 7 = Nyyon/Nuads, Were reported for
the energy scale in the range from QQ=11.1 GeV to ?=30.5 GeV. At Q=30 GeV, the
reported ratio is r = 1.422 £ 0.006 £ 0.051.

In the next measurement [56], gluon jets from 3-jet events were studied by ap-

plying the so-called jet boost algorithm [57] which was motivated by the color dipole

2 Prou = \/ 200%% where s;; is the invariant mass of i, j jets. The kinematic limit
for this scale is Prr, < s/2.
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Table 3-1: The summary of model-independent measurements of the difference be-
tween quark and gluon jets conducted on ete™ machines. The results are obtained
using biased gluon jets. Therefore, they can not be directly compared to theory or

CDF results.

Experiment  Hardness, Q Ngtuon Nguark ratio
HRS[38] Ejet~10 GeV - - 1.2975%
OPAL[39 Ejet~24 GeV - - 1.02+0.04(stat.)
OPALJ[40 Ejet:24 GeV 9.10+0.10 NNFM: Ng/NNFM:
6.86+0.09 1.326+£0.05440.073
SLD[42] (Ejet)~24 GeV - - Ny/Nyqs=
1.29440.06415-947
OPAL[43] Nynryu= NQ/NNFMZ
kr-based Eje;=24.39 GeV  9.10£0.07£0.09 7.27£0.07£0.08  1.2514+0.024+0.029
Cone-based E;;=24.40 GeV  6.26+0.06+0.07 5.71£0.05£0.05 1.096+£0.023+0.023
OPAL[44] Nygs= Ny/Nyqs=
kr-based E;e1=24.38 GeV  9.16+0.07£0.12 6.59+0.06+£0.10  1.390+0.03840.032
Cone-based E;1=24.38 GeV  6.18+0.064+0.13 5.4440.05+0.04 1.135+£0.031+0.029
ALEPH[45] Nygs= Ny/Nyas=
Eje1=24 GeV 9.90+0.10+0.27 7.90+0.44+0.26 1.249+0.084+0.022
Nyru= Ny/Nnru=
8.286+0.09+0.22 1.194+0.027+0.019
DELPHI[46] Nydser= Ny/Nygscv=
kr-based E;4=10.0 GeV 5.78+0.06 5.43+0.90 1.06+0.18
kr-based E;1=15.0 GeV 6.64+0.09 5.54+0.43 1.20+0.09
kr-based E;e;=20.0 GeV 8.18+0.17 7.52+0.36 1.094+0.06
kr-based E;e1=25.0 GeV 9.13+0.14 7.38+0.33 1.244+0.06
kr-based E;4=30.0 GeV 9.83+0.30 7.89+0.35 1.254+0.07
kr-based E;41=35.0 GeV 10.67+0.33 8.24+0.17 1.2940.05
kr-based E;;=40.0 GeV 11.86+0.68 8.61£0.20 1.38+0.09
kr-based (Ejet)=26.6 GeV - - 1.232+0.022+0.018
Jade-based E;;=10.0 GeV 7.04+0.10 5.44+0.85 1.2940.20
Jade-based E;e;=15.0 GeV 7.95+0.14 6.73+0.81 1.184+0.14
Jade-based E;e:=20.0 GeV 9.35+0.19 7.46+0.53 1.254+0.09
Jade-based E;1=25.0 GeV 10.16+0.43 7.50+0.33 1.354+0.06
Jade-based E;e:=30.0 GeV 11.1840.47 8.19+0.19 1.37+0.07
Jade-based E;e;=35.0 GeV 11.2740.74 8.20+0.23 1.374+0.10
Jade-based E;;=40.0 GeV 12.61+1.32 8.41+0.16 1.504+0.16
Jade-based  (Ejet)=26.6 GeV - - 1.369+0.019+0.035
Ng/Nuds=
kr-based Ejet=24.2 GeV - - 1.27940.021+0.020
kr-based E;;=30.4 GeV - - 1.32340.053+0.020
kT—based Ejet =30.4 GeV - - Ng /NNFM=

1.2534+0.028+0.044
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model of QCD [58]. According to this technique, the color charge of the gluon in
ete™ — ¢gg events can be decomposed into two parts: one equal and opposite to the
color charge of the quark and the other equal and opposite to the color charge of the
antiquark. Therefore, a ete™ — ¢gg event consists of two independent dipoles. For
symmetric 3-jet events, each dipole can be independently boosted to a back-to-back
frame where the dipoles can be combined to yield an event with the color structure of
a gg event from a color singlet. In this measurement, the symmetric Y-shape events
were selected by adjusting the resolution of the kr algorithm to identify exactly three
jets in every event. The results on multiplicity in unbiased gluon were obtained for

the energy scale, ) = 2F7

et = 2Eje; sin(9/2) (9 is the angle between two lower

energy jets), in the range from 10.5 GeV to 35.4 GeV. To obtain the results on ratio
T = Ngiuon/Nuds, the multiplicity in gluon jets was compared to the multiplicity in
unbiased quark jets measured in other ete  experiments. The reported ratio was
r~ 1.2 —1.5 for @ ~ 10.5-35.4 GeV. Despite the fact that properties of gluon jets
in this analysis were not directly determined by using any theoretical formalism, the
measurement still cannot be considered as direct because 3-jet events resembling the
structure of gg events at specific energy scale were used rather than well defined
gluon jets. Moreover, the ratio was obtained by comparing jets from different event
topologies: gluons from 3-jet events and quarks from 2-jet events.

The CDF collaboration has also obtained results on the ratio » = N,/N, in
two model-dependent analyses of jets from dijet events. Both measurements were
performed for events in a wide range of dijet invariant masses, 72 GeV < M;; <
740 GeV. The analyses were done in the dijet center-of-mass frame, and charged
particles were counted in small cones around the jet directions (A, < 0.47 rad). In
the first measurement [59], the ratio was extracted from the M LLA fits of the mean
multiplicity evolution with the energy scale. The ratio was found to be r=1.740.3.

In the other analysis [60], the ratio was obtained by considering the evolution of the
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Table 3—2: The summary of model-independent measurements of the difference be-
tween quark and gluon jets conducted at ete™ machines using unbiased gluon jets.
These results can be directly compared to theory or CDF data.

Experiment Hardness, Q Ngtuon Nyuark ratio
CLEO[49] 4 GeV<ij<7 GeV - - Ng/Nudsc:
2Ny= 1.04+0.02+0.05
M;;=4.5 GeV 4.88+0.10(stat.) - -
M;;=5.5 GeV 5.284+0.10(stat.) - -
M;;=6.5 GeV 5.65+0.12(stat.) - -
9.339£0.090+0.045 - -
OPAL[51] Nyas= Ny /Nygs=
2E;4=78.4 GeV 14.63+0.38+0.60 9.50+0.04+0.24  1.55240.0414+0.060
OPALI[53 2E;,4=83.6 GeV 14.324+0.23+0.40 10.10+0.014+0.18 1.471+0.024+0.043
OPAL[54 2E;.;=80.2 GeV 14.284+0.18+0.31 - 1.5144+0.019+0.034

charged particle momentum spectra with the energy scale. The ratio reported in this
analysis was r=1.940.5.

The results of the last four measurements discussed above are summarized in the
Table 3-3.

3.3 Feasibility of Quark and Gluon Jet Studies at CDF

The major advantage of studying differences between quark and gluon jets in pp
collisions as compared to eTe™ annihilations is that gluon jets are produced on equal
footing with quark jets. Therefore, there is no need to look for peculiar 3-jet events
to obtain a sample of gluon jets. Moreover, different rates of production of gluon
jets in different subprocesses with similar event topology can be used to statistically
separate quarks from gluons. For instance, one can use for an analysis jets from
dijet and y+jet or Z+jet events (compared to Z+jet sample, y+jet events are more
contaminated by background, but they have an advantage of much higher production
rate).

In order to compare theory predictions with data from hadron collisions, the
analysis has to be performed in the center-of-mass frame of the dijet (or v/Z+jet)

system where jets (or v/Z and jet) are back-to-back. Theory also prescribes that
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Table 3-3: The summary of model-dependent and indirect measurements of the dif-
ference between gluon jets and light flavor, u—, d—, s—, quark jets.

Experiment Hardness, Q 2N, r = Ny/Ny
OPALI55] Q = Pr,1,=30 GeV 1.42240.006+0.051
11.1 GeV 10.6+£0.2£1.8 1.31£0.03+0.22
12.6 GeV 11.0+£0.3£1.7 1.29+0.03+0.20
14.1 GeV 11.2+0.3£1.7 1.254+0.03+0.19
15.5 GeV 13.0+0.3£1.9 1.39+£0.0440.20
17.0 GeV 13.2+0.4+£1.8 1.35+£0.04+0.19
18.4 GeV 13.3+£0.4+£1.7 1.31£0.04+0.17
19.9 GeV 14.4+0.5£1.2 1.384+0.05+0.12
21.4 GeV 14.5+0.5+1.1 1.34440.0461+0.098
22.9 GeV 15.00+0.52+0.87 1.353+0.047+0.079
24.0 GeV 15.53+0.57+0.94 1.371+0.050+0.083
25.4 GeV 15.8+0.6£1.5 1.36+0.05+0.13
26.7 GeV 15.94+0.6£1.9 1.34+0.05+0.16
27.9 GeV 16.5+0.7£2.5 1.374+0.06+0.21
28.7 GeV 17.940.7£2.0 1.46+0.06+0.16
29.6 GeV 17.6+£0.7£2.3 1.42+0.06+0.18
30.2 GeV 19.14+0.7+£1.6 1.53+0.06+0.13
30.5 GeV 18.2+0.7+£1.9 1.45+0.06+0.15
OPAL[6]  Q = 2B}, = 2E;¢; sin(0/2) =
~10.5-35.44 GeV - r~1.3-1.5
10.50 GeV 9.606+£0.060+0.094 -
11.96 GeV 10.380+0.060+0.124 -
13.96 GeV 11.354£0.060+£0.148 -
16.86 GeV 12.582+0.060+£0.180 -
21.84 GeV 14.756£0.1244+0.154 -
28.48 GeV 17.244+0.26£0.20 -
35.44 GeV 19.04+0.60+0.66 -
CDF[59] 72 GeV< M;; <740 GeV - 1.740.3
CDF[60] 72 GeV< Mj; <740 GeV - 1.94+0.5
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particles have to be counted in small cones, 6., around the jet directions (pQCD
calculations are valid for §,<1). This, in fact, helps to avoid an ambiguity in assigning
particles to jets (one of the major problems of early e*e™ measurements).

Despite all the advantages of studying quark and gluon jets at a hadron collider
such as the Tevatron, there are also factors complicating the analysis. Unlike to e*e™
annihilations, the hard scattering in pp collisions is always accompanied by interac-
tions of proton and anti-proton remnants (the underlying event) whose contribution
has to be properly subtracted. There is also initial state radiation (ISR) from in-
coming partons and color connection between initial and final jets. To reduce the
influence of these effects on measurements, central (at large angles with respect to
beam direction) jets have to be selected for the analysis. The presence of multiple
interactions in the same bunch crossing (secondary events are often referred as “pile-
up”) also has to be accounted for. Finally, jet energy measurement in pp collisions is
more complicated because a part of the total energy (associated with the underlying
event) always escapes the detector (in eTe™ annihilations, the total energy that would
be deposited in the calorimeter is known a priori).

3.4 Analysis Strategy at CDF

The CDF analysis on fragmentation of quark and gluon jets is largely inde-
pendent of theoretical models of fragmentation. This independence is achieved by
exploiting the difference in quark and gluon jet content of dijet events and y-+jet
events in pp collisions. Dijet events have large gluon content because the gluon com-
ponent in the proton (or anti-proton) is dominant at relatively small zp = 2E7//s.
In y+jet events, the jet is usually originating from a quark. This difference in gluon
jet content allows for distinguishing and measuring the properties of gluon and quark

jets on statistical basis. Thus, we do not have to discriminate between quark and

gluon jets when selecting events.
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The average charged particle multiplicities per jet in, N,; and Nj;, y+jet and
dijet data samples, respectively, can be expressed as functions of the multiplicities in

gluon and quark jets, Ny and Ny:

ij = f_ngg + (1 - fgj)Nq, (31)

N,; = f_ngg + (1 - f;j)Nq, (3.2)

where f}7 and f)’ are fractions of gluon jets in dijet and y+jet events. To take into
account possible contamination of y+jet events by fake photons (discussed in Chapter

8), Eq. 3.2 must be modified as follows:
ij = 67(fngg + (1 - fgj)Nq) + (1 - 57)ij, (3'3)

where 4, is the fraction of real photons among the photon candidates, and Ny; is the
multiplicity in the jet opposite to the fake photon. Egs. 3.1, 3.3 allow us to extract
the average charged particle multiplicities in gluon and quark jets, NV, and N, as well

as their ratio, r = Ny/Ny:

_ 1y N
reNo gy N,a (%X(g V-, _ (3.4)
N, PR =0 x [ = (1= 08,) x f§ x a
N,
Ny= 9 (3.5)
g(r—1)+1
N
Ny= (3.6)

where we introduced oo = Ny;/N,j, to account for possible differences between a jet

7
from a regular dijet event and a jet opposite to a fake photon.
In summary, we can measure the average charged particle multiplicities in gluon

and quark jets, N, and N,, as well as their ratio, » = N,y /N, by directly measuring or
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evaluating the following six independent parameters: multiplicity per jet in dijet and
Y+jet events, Nj; and N;; fraction of gluon jets in dijet and y-+jet events, fi7 and
gj ; purity of the y+jet sample, d,; ratio of multiplicities in a jet from a regular dijet

event and a jet opposite to a fake photon, a. These measurements will be described

in Chapter 8.



CHAPTER 4
ACCELERATOR AND DETECTOR

The Fermi National Accelerator Laboratory (FNAL, Fermilab) is the leading
facility in the experimental particle physics. Fermilab is the home of a hadron collider
called the Tevatron. The Tevatron is the worlds most powerful accelerator. It was
the site of the bottom and the top quark discoveries. There is a chance we can even
witness a discovery of the long-hypothesized Higgs boson during the Run 2 of the
Tevatron.

The Collider Detector at Fermilab (CDF) is one of the two (the other one is
D0) multipurpose detectors built at collision points of the Tevatron. The analysis
presented in this dissertation is based on the data sample collected by CDF during
the 1993-1995 running period of the Tevatron.

4.1 Tevatron during the 1993-1995 Running Period

The Fermilab accelerator complex is shown on a schematic drawing on Fig. 4-1.

The pp collisions at the center-of-mass energy of 1.8 TeV were produced by a
sequence of five individual accelerators. First, a Cocroft-Walton accelerator boosted
negative hydrogen ions to 750 KeV energy. Then, the ions were directed to the second
stage of the process provided by the Linac. The Linac is a 145 m long, two-stage linear
accelerator that further increased the energy of ions up to 401.5 MeV. To produce
the protons before the next stage, the ions were stripped of their electrons by passing
through a carbon foil. Protons leaving the Linac entered the Booster. The Booster
is a synchrotron accelerator of about 150 m in diameter. It was used to accelerate
protons up to 8 GeV. Next, protons were injected into another circular accelerator
called the Main Ring. The Main Ring is a 1 km radius machine which consists of a

total of 774 dipole and 240 quadrupole superconducting magnets used to keep protons

35
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Figure 4-1: Overview of the Fermilab accelerator complex. The pp collisions at
the center-of-mass energy of 1.8 TeV are produced by a sequence of five individual
accelerators: the Cockroft-Walton, Linac, Booster, Main Ring, and Tevatron.

in a stable circular orbit. The Main Ring served two functions. It provided a source
of 120 GeV protons which were used to produce anti-protons and boosted protons
and anti-protons up to 150 GeV before injecting them into the Tevatron.

In order to produce anti-protons, protons of 120 GeV energy were transported
from the Main Ring to a tungsten target. The produced sprays of secondary particles
contained anti-protons. Those anti-protons were selected and stored into the De-
buncher ring where they were stochastically cooled to reduce the momentum spread.
At the end of this process, the anti-protons were stored in an Accumulator, until they
were needed in the Tevatron. The Tevatron is located 65 cm below the Main Ring in
the same tunnel. It is a synchrotron accelerator that uses a total of 774 dipole and
216 quadrupole superconducting magnets cooled down to 4.6 K by liquid helium.

Finally, 150 GeV protons and anti-protons were injected into the Tevatron where
they were simultaneously accelerated to 900 GeV. Therefore, the center-of-mass en-
ergy of colliding beams was 1.8 TeV. The Tevatron counter-circulated six bunches

of protons and anti-protons which were collided every 3.5 us. The proton bunches
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contained approximately 2x 10! protons, and the anti-proton bunches had 2-9x10%°
anti-protons. During the Run 1B, the collision volume was approximately circular in
the z — y plane with an average radius of 25 ym and had a Gaussian distribution
with a sigma of 30 cm in z direction.

The instantaneous luminosity of the Tevatron is given by

N,N;
['inst = pApf

(4.1)

where N, and N; are the numbers of protons and anti-protons per bunch, f is the
frequency of bunch crossings and A is the effective area of the crossing beams. For

25~1. The instan-

the Run 1B, the average initial luminosity was Lins ~1.6x103! cm
taneous luminosity exponentially decreases with time due to transverse spreading of
the beam and losses of protons and anti-protons from collisions. The period of time
when the same proton and anti-proton bunches continue to collide is called a store.
The typical store duration during the Run 1B was about 8-18 hours. The luminosity
decreases by approximately an order of magnitude during the lifetime of a store.
4.2 CDF Design and Overview

The CDF is a multipurpose collider detector located at one of the two colliding
beam interaction points. It is designed to study a wide range of processes occurring in
pp collisions. The CDF allows to observe and measure the properties of jets, photons,
electrons, muons and charged hadrons.

A schematic drawing of the CDF detector can be found on Fig. 4-2. The CDF
is approximately cylindrically symmetric about the beam direction. It is about 10 m
high, extends about 27 m from end to end, and weighs over 5000 ton. The CDF uses
a right-handed Cartesian coordinate system with its origin in the nominal interaction
point (center of the detector). The positive z-axis points in the proton beam direction,
positive y-axis points vertically upward, and the positive z-axis points toward the

center of the Tevatron ring. The azimuthal angle ¢ is measured around the beam



38

CENTRAL MUON UPGRADE

SOLENOID RETURN YOKE

z
(EAST)

x
(OUT OF THE PAGE)

CENTRAL MUON
EXTENSION

CENTRAL MUON CHAMBERS

R
TOROIDS WALL HADRONIC CENTRAL HADRONIC CALORIMETER
CALORIMETER
FORWARD
ELECTROMAGNETIC
CALORIMETER

CENTRAL ELECTROMAGNETIC

CALORIMETER
FORWARD SUPERCONDUCTING SOLENOID
HADRONIC NTRALDR B
CALORIMETER PLUG HADRONIC

CALORIMETER
BEAM-BEAM COUNTERS CENTRAL TRACKING CHAMBER
PLUG ELECTROMAGNETIC CALORIMETER VERTEX TPC

BEAMLINE SILICON VERTEX DETECTOR

Figure 4-2: Drawing of the CDF detector. One quarter view.

axis from the positive xz-axis. The polar angle # is defined as the angle measured from
the positive z-axis. It is more often that the pseudo-rapidity, n=— In(tan(6/2)), is
used in place of the polar angle. The pseudo-rapidity can be defined with respect to
the actual position of the interaction vertex (event 1) and with respect to the center
of the detector (detector n,)
The major components of the CDF detector are listed below:
e Silicon Vertex Detector (SVX). The SVX was designed for precise measurement
of the position of the interaction vertex in the r — ¢ plane.
e Vertex Time Projection Chamber (VTX). It measures the z-position of the
interaction vertex.
e Central Tracking Chamber (CTC). The CTC provides measurements of momen-
tum and spatial parameters of particle’s trajectories (tracks) in the magnetic
field (B=1.4 T).
e Calorimetry (central, plug and forward calorimeters). Two types of calorime-
ters, electromagnetic (EM) and hadronic (HA), are used to measure the energy

of photons, electrons and jets of particles.
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e Central Preradiator detector (CPR) and Central Electromagnetic Strip Cham-
ber (CES). The CPR and CES are important components of the photon and
electron identification.

e Muon System (made of layers of drift chambers and scintillators). The Muon
System is positioned (partially) behind a special protective steel wall, which
absorbs all particles that may escape the calorimeter except for muons.

e Beam-Beam Counters (BBC). The BBC provides measurement of the instan-
taneous luminosity.

The CDF detector is described in ref. [61] and references therein. In the rest of
this chapter we will discuss in more details the sub-detectors directly related to this
analysis.

4.2.1 Vertex Detectors (VITX and SVX)

The Silicon Microstrip Detector (SVX) surrounds the beryllium beam pipe. The
SVX s about 60 cm long and covers the radial region from 3.0 cm to 7.9 cm. It consists
of 4 layers of silicon strips parallel to the beam line. The SVX covers |n,| < 1.0 region
and has acceptance of ~60% in this range. Its single hit resolution in the transverse
plane is ~10 ym. The SVX is a part of the tracking system along with VITX and
CTC. It provides a very precise measurement of the transverse position of the event
vertex.

Directly outside of the SVX is the Vertex Time Projection Chamber (VTX)
detector. The VTX is 2.8 m long in z direction and extends from an inner radius 8
cm out to a radius of 22 cm from the beam pipe. It is made of 8 octagonal modules
divided into 8 separate wedges. The chambers are filled with a mixture of 50% argon
and 50% ethane gases. The VTX provides r — z tracking information which is used
to determine the position of the interaction vertex in z direction with the resolution

of ~1 mm.
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Figure 4-3: The CTC end plate view.

Both SVX and VTX are the critical components of the CDF detector used in
many analyses. They allow to precisely determine the primary interaction position
as well as to identify events with multiple interactions.

4.2.2 Central Tracking Chamber (CTC)

The Central Tracking Chamber (CTC) extends from a radius of 31 cm up to a
radius of 132 cm from the beam pipe. It provides an angular coverage up to 1| < 1.5,
however, it is most efficient in the region of |n;| < 1.0. The CTC is a gas drift chamber
of cylindrical shape. It has 9 super-layers of wires. The super-layers are divided on 5
axial and 4 stereo super-layers. Every axial layer has 12 sense wires arranged along
the beam line. The role of axial super-layers is to provide r — ¢ information. Each
of stereo layers has 6 sense wires which are tilted +3° with respect to the beam axis.
The stereo layers provide r — z information about particle’s trajectory. The wires
in both stereo and axial layers are arranged in planes which make a 45° angle with

respect to radial direction to compensate for the drift of ions caused by the 1.4 T



Table 4-1: Selected parameters of the CDF Central Tracking Chamber.

Number of sense wires 30,504

Number of layers 84

Number of super-layers 9 (5 axial + 4 stereo)
Drift field ~1350 V/cm

Resolution (d7¢)

<200 pm per wire

Efficiency

>98% per hit

Double track resolution

<5 mm or 100 ns

Maximum drift distance 40 mm
Maximum hits per wire >7
Axial (z) resolution ~4 mm

Momentum resolution

5pT/pT ~ (0.002 - Pr

Rmina Rmaa)

31 cm and 132 cm
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Magnetic field, B 14T

magnetic field. Fig. 4-3 shows the end plate view of the CTC, and some of the
essential parameters of the CTC are summarized in Table 4-1.

The CTC is used to measure the momentum and spatial parameters of particle’s
trajectory by arranging hits produced by a passing detector particle into segments
of hits in same layer and then linking into a full trajectory. The Tracking Algorithm
then fits the obtained hits to a helix (particle’s trajectory in the magnetic field). The
momentum resolution of the CTC alone is better than dpr/pr ~ 0.002 - pr. The
resolution improves if the information from VTX, SVX and CTC is combined.
4.2.3 Preshower and Shower Maximum Detectors, Calorimetry

The Central Preradiator Detector (CPR) is positioned between the supercon-
ducting solenoid and the central calorimeter. The solenoid serves as a radiator that
converts ~60% of the photons into electron-positron showers that are detected in the
CPR. The CPR is an array of 24 multi-wire proportional chambers (one per azimuthal
wedge of the central calorimeter). Each chamber is a rectangular cell 37.3 cm wide
(15° in ¢) and 2.86 cm high that contains 32 sense wires. The sense wires are read

out in pairs, thus providing an effective spatial resolution of 1.11 cm in r — ¢ view
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(or 0.0065 radians in ¢). There are four CPR cylinders of 124 ¢cm long which cover
the region between z=-248 cm and 2=248 cm (or |7,| < 1.0 angular region).

The Central Electromagnetic Strip chamber (CES) is located in the central elec-
tromagnetic calorimeter at depth of about 5.9 radiation lengths which corresponds
to the point where maximum electromagnetic shower development occurs. The CES
determines the shower position and transverse shower development by measuring the
charge deposited on orthogonal strips and wires. Cathode strips are arranged in the
azimuthal direction providing z-view information, while anode wires are arranged in
the z direction providing the r — ¢ view information. The CES is located 184 cm
from the beam line. There are 24 strip chambers corresponding to each wedge of the
calorimeter. There are two strip and wire sections per wedge. The devision between
sections is located at |z|=121.2 cm. In the first section, there are 69 strips of 1.67 cm
wide which fill the region between 6.2 and 121.2 cm. In the second section, there are
59 strips of 2.01 ¢cm wide which fill the region between 121.2 and 239.6 cm. There are
also 62 wire cells in each half section. The segmentation of the CES detector provides
a shower position resolution of ~2 mm in each direction for 50 GeV electrons.

The CPR and CES detectors are the most important elements in the photon
identification. The information from these detectors is used to suppress the neutral
meson background as well as to determine the purity of the photon sample. The
measurement, of the fraction of real photons among the photon candidates is based
on evaluating the y-conversion probability in the CPR. It also uses the transverse
profile of the electromagnetic shower measured by the CES detector.

The CDF calorimetry contains seven calorimeter systems: CEM (Central Elec-
tromagnetic), PEM (Plug Electromagnetic), FEM (Forward Electromagnetic),CHA
(Central Hadronic), WHA (Wall Hadronic), PHA (Plug Hadronic) and FHA (For-
ward Hadronic). The CDF calorimeter system provides full 27 azimuthal coverage,

and it extends up to 4.2 in pseudo-rapidity. The segmentation and rapidity coverage
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of each of the calorimeter components are given in Table 4-2. We will further consider
in more details the CEM, CHA and WHA calorimeters because they are directly used
in this analysis.

The CDF calorimeter system has a projective geometry, i.e. all towers point to
the center of the detector. Each tower of the center calorimeter has a few alternating
layers of absorber (lead in CEM and iron in CHA and WHA) and active (polystyrene
scintillator in CEM and acrylic scintillator in CHA and WHA) media. When a particle
passes through the dense absorber media it interacts with its material loosing some
energy and producing a shower of secondary particles. Then, secondary particles
interact with the active media and produce light which is collected and converted
into the energy measurement. The electromagnetic shower develops spatially faster
than hadronic shower, therefore the electromagnetic calorimeter is positioned closer
to the interaction point. The CEM extends from the radius of 173 cm up to 208 c¢m
from the beam line. A total thickness of the CEM material is equivalent to about 18
radiation lengths. The CHA is located right after the CEM. Both CHA and WHA
have a total material depth of about 4.5 interaction lengths. The energy resolution

of the CEM for electrons (and photons) between 10 and 100 GeV is

o) _135% o1 19 (CEM), (4.2)

E VEr

where Er is the transverse energy of the electron (photon), and the symbol & indicates

that two independent terms are added in quadrature. The energy resolution of the

CHA and WHA for charged pions between 10 and 150 GeV is

o(E)  50%
5 = T ®% (CHA), (4.3)
oB) _ TR &g (wHA),

E  VEBEr

respectively. The initial calibration of the electromagnetic and hadronic calorimeters

was performed with 50 GeV electrons and charged pions during the test beam.
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Table 4-2: The CDF Calorimeter System coverage and detector segmentation.

Detector Pseudorapidity, |74] 74 — ¢ segmentation

CEM 0.0-1.1 0.11 x 15°
Central Calorimeter CHA 0.0-0.9 0.1 x 15°
WHA 0.7-1.3 0.11 x 15°
PEM 1.1-2.4 0.09 x 5°
Forward Calorimeter PHA 1.3-2.4 0.09 x 5°
FEM 2.2-4.2 0.1 x5°
FEM 2.3-4.2 0.1 x5°

In this analysis the calorimeter was used to determine the momentum and direc-

tion of photons and jets.
4.3 CDF Trigger System

The inelastic pp cross section at /s = 1.8 TeV is about 50 mb (~50x10 27
cm?). For a typical instantaneous luminosity L = 1.6 x 103! ¢cm?/s we have
about 800,000 inelastic collisions per second at CDF. The CDF readout electronics
and event storage system are not physically capable to write events at such a high
rate (CDF Run 1 storage media can write a few events per second). Moreover, most
of these events do not present a significant interest for the CDF physics program.
Another concern for the data acquisition system (DAQ) is to minimize the dead-time
that occurs when a particular event is being read out of the detector electronics and
processed. To reduce the readout rate and effectively process only events interesting
in terms of physics, the CDF developed a sophisticated on-line three-level (Level 1,
Level 2 and Level 3) trigger system [62]. Each next trigger level examines fewer
events but in greater details. The Level 1 and Level 2 triggers present fast hardware
implemented algorithms, while the Level 3 trigger is implemented in software running
on the commercial computers. The individual trigger path can be prescaled which
means only a fraction of events satisfying the trigger requirements is accepted. It is
done to keep the trigger rates manageable and still have data samples for wide variety

of processes.
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The CDF Level 1 trigger examines every bunch crossing and makes a trigger
decision within 3.5 us between bunch crossings, thus it has no dead-time. The Level
1 uses the information about energy of calorimeter towers or hits in the muon system.
It reduces the rate from ~280 kHz down to 1 kHz.

The Level 2 trigger requires about 25-35 s to process an event arrived from the
Level 1 trigger and can incur dead-time of a few percent. The Level 2 output rate is
limited to about 40-45 Hz. The Level 2 algorithm uses the information about high
momentum tracks and clustered calorimeter energy. If the accept decision is made by
the trigger, then the information from all subsystems is read out and passed on Level
3.

The Level 3 trigger consists of on-line software filters based on simplified versions
of the offline reconstruction code. All events which pass the Level 3 trigger are written

on disk or tape with a typical output rate of 8 Hz.



CHAPTER 5
JETS AT CDF

Jets at CDF are defined using a cone clustering algorithm based on the Snowmass
convention [63]. Jets are reconstructed using calorimeter energies and the position of
the primary vertex. The jet algorithm is implemented in the standard CDF routine
JETCLU. The clustering is done in three steps: preclustering, clustering, and merg-
ing. A set of corrections is applied to raw jet energies in the cone to compensate for
detector and physics effects.

Jet reconstruction begins by creating a list of calorimeter towers with Ep >
1 GeV which are called seed towers. The seeds are stored in order of decreasing

Er. Preclusters are formed by combining seed towers within a cone of radius R =

\/ (Ap)? + (An)” in 7-¢ space. A seed tower is added to the precluster if it is within
a radius R from a seed tower which is already assigned to the precluster. Jets are
typically clustered using three cone sizes R=0.4, 0.7, and 1.0. In this analysis, jets
are defined using the radius R=0.7 (standard for many QCD analyses at CDF).

The jet clustering is performed using the Er weighted centroid of a precluster

(Mes Be):
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where the sums are carried out over all seed towers in the precluster. The tower

centroid (n', #%) is obtained by

_ BRNPY + B

T
_ ERYePM + Effe
¢i - E%« )

where EF}M and Efi# are transverse energies deposited in the electromagnetic and
(EM) and hadronic (HA) parts of the i" calorimeter tower, (nZM, ¢FM) and (nf4, p24)
are the centroids of the electromagnetic and hadronic components of the tower cal-
culated with respect to the event vertex (not the same as the geometric center of the
CDF detector).

A cone of radius R is formed around the centroid of a precluster. All towers with
Er > 100 MeV are merged to form a cluster if their centroids are within the cone. A
new cluster centroid is re-calculated using all the towers within the cone, and a new
cone is formed. The process continues until the cone centroid becomes stable. This
procedure is repeated for all preclusters.

After the clustering stage, there can be some towers which are shared by two
or more clusters. If one cluster is entirely within the other one, then the smaller
cluster is dropped. If two clusters partially overlap, an overlap fraction is calculated
by summing the Er of shared towers and dividing the sum by Er of the smaller
cluster. The two clusters are merged if this fraction is above 0.75. If the fraction is
less than 0.75, the clusters are kept unchanged and the towers are assigned to the
nearest cluster in 7-¢ space. After all the towers are uniquely assigned to clusters,
the clustering and merging procedures are repeated until all clusters remain stable.

After all jets are reconstructed, a set of corrections [64] is applied to the raw jet
energy in the cone: to compensate for the non-linearity and non-uniformity of the
energy response of the calorimeter; to subtract the energy deposited in the jet cone

by sources other than the initial parton (underlying event, multiple interactions etc.);
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and to add the energy radiated by the initial parton out of the jet cone (out-of-cone

correction).



CHAPTER 6
PHOTONS AT CDF

Photon identification at CDF is based on three basic properties of prompt pho-
tons originating from hard scattering. The prompt photons are expected to be ob-
served as localized and isolated deposits of electromagnetic energy in the calorimeter
with no high momentum charged tracks associated with them. The last statement is
not always true, however. A photon can convert into an electron-positron pair prior
to entering the tracking chamber, or it can accidentally overlap with a track from
the underlying event. Nonetheless, this is one of the basic criteria which allows to
distinguish a photon from an electron.

The photon identification and reconstruction is based on information from the
calorimeter, shower max detector (CES), and tracking chamber (COT). The energy
and direction of the photon are calculated with respect to the event vertex.

The offline photon reconstruction begins by selecting the clusters of one to three
towers adjacent in 7 (electromagnetic showers are usually contained in one tower
with small leakage into neighboring towers). These clusters are required to carry at
least 5 GeV of total energy and have less than 12.5% of this energy observed in the
hadronic calorimeter (energetic electromagnetic objects can loose a small fraction of
their energy in the hadronic portion of the calorimeter due to a late development of
the shower).

The selected electromagnetic clusters are required to be isolated. That is, extra
transverse energy (other than candidate energy) in calorimeter towers within a cone
of radius R=0.4 around the candidate has to be below a certain threshold (usually
1 GeV in most of the CDF analyses involving photons). This requirement helps to

suppress photons due to bremsstrahlung from an initial or final state quarks. These
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photons tend to be collinear with the quark, and therefore the jet, and usually ac-
companied by other debris from jet fragmentation. This requirement also helps to
reduce contamination due to background photons from energetic 7%’s and 7’s pro-
duced during jet fragmentation.

The photon candidates are required to have no high momentum tracks pointing
to the electromagnetic cluster. This requirement is primarily used to distinguish
between photons and electrons.

The position (i.e. direction) of the photon candidate is determined based on
the location of the shower maximum as it is measured by the CES chamber. The
additional requirements on the shape of the electromagnetic shower and presence of
other CES clusters can be applied to further reduce the multi-meson backgrounds.
The CES shower profile, x?, is usually required to be consistent with that of a single
photon. The quantity x? is defined by the following equation [65]:

= Xiv X

- (6.1)

where the individual contributions from the strips (wires) X%(W) are given by

X?S‘(W) = Z(pz —y;)? /o, (6.2)

o2 = 4]0.026 + 0.096%y;](10 GeV/E)*™.

The p; are measured strip (wire) pulse heights (normalized to a total pulse hight
of unity) and y; are the expected pulse heights. The forms for the y; and o? were

determined empirically from test beam data.



CHAPTER 7
ANALYSIS TOOLS

Monte Carlo event generators have become an invaluable tool in high energy
physics. They are used for a large variety of tasks which include, but are not limited
to, geometrical acceptance estimation, event selection optimization and efficiency
estimation, background studies, corrections for detector effects, etc.

The Monte Carlo event generators incorporate certain theoretical models and
allow to simulate a wide range of physics processes. Given a set of initial conditions for
a specific process, they return a list of final particles and their momenta. In practice,
the data obtained in real measurements always suffers from detector inefficiencies
and resolution effects. As a result, a fraction of particles can be lost altogether while
those particles which are detected can be reconstructed with distorted parameters. To
reproduce these detector effects, the output of the event generator is passed through
a detector simulation program which converts the generated particles into a set of
observable in the detector quantities.

In order to simulate a specific hard scattering process ab — c¢d (e.g., ¢¢ — yg) in
pp collisions, the Monte Carlo generator has to use the information about densities of
partons a and b inside of a proton and anti-proton. This information is provided in
the form of Parton Distribution Functions (PDF’s). Two partons which take part in
the hard scattering will each carry some fraction x, and x; of the initial proton and
anti-proton momenta. The square of the center-of-mass energy in the hard scattering
process, §, is related to the square of the energy in the proton and anti-proton center-
of-mass, s, by § = x,x,s. Finally, the cross section for hard scattering process ab — cd
will depend on scale Q?> and on the momentum fraction distribution of the partons

seen by the probe at this scale, f(z, Q?).
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In this analysis, Herwig 5.6 [30] and Pythia 6.115 [31] Monte Carlo generators are
used. For QCD hard scattering, both generators use Leading Order QCD calculations
and can be linked to different parton distribution functions. For jet fragmentation,
Herwig and Pythia incorporate various color coherence effects and use re-summed
Leading Log Approximation calculations. Hadronization in Herwig is done by means
of the cluster model while Pythia utilizes the string model. The fragmentation and
hadronization models of both generators have been already discussed in details in
Section 2.3. Herwig is probably the most advanced generator in terms of handling
the color coherence effects. This is the primary reason for choosing Herwig as a
baseline Monte Carlo generator in this analysis.

At CDF, the detector simulation is done by a special package called QFL [66].
QFL takes a properly formated list of particles and their parameters from a Monte
Carlo event generator and propagates them through the detector. This propagation
of particles includes all the appropriate effects such as multiple scattering, decays
of short-lived particles, photon conversions and other interactions of particles in the
material. QFL also simulates the response of individual detector components to

passing particles as well as the geometrical and instrumental inefficiencies.



CHAPTER 8
MEASUREMENTS

This chapter presents a detailed discussion of the measurements. It starts with
the description of data samples and event selection cuts followed by the explanation
of how all the independent parameters introduced in Section 3.4 are measured. The
corrections applied to data are also discussed.

8.1 Data Samples

This analysis is based on events produced in pp collisions with center-of-mass
energy /s=1.8 TeV and recorded by CDF during the 1993-1995 run period (Run
1B). The total integrated luminosity is 9547 pb~!.

The dijet sample is accumulated by using the inclusive jet trigger with Er thresh-
old 20 GeV (Jet20 trigger). The trigger is pre-scaled by 1000. Its detailed description
can be found in ref. [67]. There are also Jet50, Jet70 and Jet100 triggers, but events
from the corresponding jet samples are not used in the analysis.

The v+jet sample is collected using the inclusive photon triggers with thresholds
of 23 and 50 GeV on Ep. To reduce the contamination from fake photons in the
lower energy y+jet sample, the 23 GeV trigger requires photon isolation, i.e. extra
transverse energy (other than candidate energy) in neighboring calorimeter towers
around the candidate has to be less than 4 GeV. More detailed information about
photon triggers can be found in ref. [68].

8.2 Event Selection Cuts

In this measurement, the jets are defined by a cone algorithm with cone radius

R= \/ (Ad)> + (An)® = 0.7 and the jet energy is corrected to the parton level using
the standard JTC96X.CDF routine (also see Chapter 5).

The following cuts are applied in the offline to select the dijet events:
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1. Good run required (this means that all the sub-detectors and components of
the CDF detector were functioning properly during the entire run).

2. Number of leading jets is 2 (to avoid a bias toward narrow jets, we also allowed
for third and fourth extra jets if their raw energies were below 7 GeV because
sometimes a single astray track can be identified as a jet).

3. Both leading jets are required to be in the central region, |n;en 2| < 0.9. There
are three reasons for this: in this region Er is of the order of E (theoretically
motivated), efficient track reconstruction in CTC, and complementary cones
can be defined only for jets in the central region (see Section 8.5.b for more
information).

4. The jets have to be well balanced: |Ep, + Ep|/(Er, + Er,) < 0.15, which
corresponds to about £20 cut to remove events with large missing E7-.

5. Number of good primary vertices is no more than 2 (selecting only single vertex
events would have unnecessarily reduced the statistics).

6. The z-position of the primary vertex has to be within |z,;| < 60 cm to insure
that vertex detectors are fully efficient.

7. For events with two primary interactions, all tracks are associated with vertices
by their proximity. The separation between vertices is required to be |zy;1 —
Zyg2| > 12 em (corresponding to ~120, for tracks) to allow for unambiguous
assignment of tracks. The vertex that has the largest X Pr of tracks from cones
with R=0.7 around the jet directions is taken to be the one associated with the
hard collision.

The y+jet events must pass exactly the same cuts (treating the photon as one of
two jets) and satisfy specific photon identification requirements. To identify photons,

we used standard PHO94.CDF routine with the following cuts:
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1. Cut on the fraction of cluster energy observed in the hadronic calorimeter:
HA/EM;yq < 0.125 (this cut is applied in the offline clustering, it suppresses
hadron background).

2. Exactly one photon candidate with Er >20 GeV.

3. To remove events where photon hits near the edge of the calorimeter wedges
(and, therefore, its energy is poorly measured or cannot be measured at all),
the following fiducial cuts on (x, z)-coordinates of the electromagnetic shower
profile center are applied: |X¢cgrs| < 17.5 cm and 14 cm < [Zgps| < 217 cm.

4. Photon isolation cut of 1 GeV on the extra transverse energy in a cone R = 0.4
around the photon candidate (to remove fake photon content due to regular
jets).

5. No 3D CTC reconstructed tracks pointing to the EM cluster associated with
a photon candidate (to remove electrons and further suppress jet associated
background).

6. Energy in the second CES cluster in the same wedge as the photon (if present)
<1 GeV (to reduce the single and multiple meson background).

7. The electromagnetic transverse shower profile measured by the CES has to be
consistent with that of a single photon: xZ¢ < 20.

The selected events are then subdivided into two bins according to invariant

mass, which is defined as M:\/(E1 + Ey)2/ct — (P, + P,)?/¢2, where E; and P, are
the jet or photon energy and momentum and jets are treated as massless objects.
The bins have width A ln M=0.3, which is chosen to be greater than the dijet mass
spread due to calorimeter resolution, 2£~10%. In the lower bin (72-94 GeV/c?),
our sample consists of 3602 dijet and 2526 y+jet events with an average invariant
mass of 82 GeV/c?. The other bin (94-120 GeV/c?) has 1768 dijet and 910 y-+jet

events with an average invariant mass of 105 GeV/c?. The choice of invariant mass

range, 72 GeV < M < 120 GeV, has two explanations. Dijet events with M < 72
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Figure 8-1: Invariant mass spectrum of dijet and photon+jet events which pass event
selection cuts.

GeV cannot be used in the analysis because properties of jets from these events are
biased by trigger requirements (trigger is not fully efficient for jets with energies close
to the trigger threshold). At high energies (M > 120 GeV), the y+jet sample has
insufficient statistics. The invariant mass and Fr spectra for both data samples can
be found on Fig. 8-1,8-2.
8.3 Fraction of Gluon Jets

The fractions of gluon jets in dijet events, fgj , and pure photon+jet events,
f;j , are determined from Herwig 5.6 and Pythia 6.115 Monte Carlo generators with
parton distribution function sets CTEQ4M, CTEQ4A2, and CTEQ4A4 [69]. The
results obtained with Herwig+CTEQ4M are taken as default. Fig. 8-3 shows the
evolution of the gluon jet content with dijet or photon+jet invariant mass. The results

on gluon jet fractions are presented in Table 8-1. The PDFs are very stable and well
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Figure 8-2: Transverse energy spectrum of jets and photons from dijet and pho-
ton+jet events after event selection cuts.
known in the region of relatively small z+ = 2Er/+/s corresponding to jet energies
used in the analysis.
8.4 Fraction of Real Photons

Generally, the photon-+jet sample is contaminated by dijet events with one of the
jets fragmented in such a way as to pass photon selection criteria (e.g., one prompt 7°
accompanied by a few very soft 7, 7%’s; see ref. [68] for more details). Requirement
of the photon isolation in the calorimeter usually reduces the fraction of fakes by a
large factor. However, the much larger dijet QCD production cross section results in
a noticeable fraction of fake photons in the final sample.

There are two statistical methods to determine the remaining fraction of fake
photons [68]. The conversion method is based on determining the number of pho-

ton conversions in the solenoid material by using the Central Preradiator Detector
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Figure 8-3: Fractions of gluon jets in dijet and y+jet samples.

(CPR). The profile method exploits the difference in the transverse profile of the elec-
tromagnetic showers in the Central Electromagnetic Strip chambers (CES) caused by
prompt single photons and background. The conversion method has an advantage of
much smaller systematic uncertainties at high Pr’s and an unlimited Pr range, while
the profile method better separates signal from background in the low Py region (it
becomes inefficient at Pr>30 GeV). In our analysis, we consider photons with Pr>30
GeV and, therefore, use the conversion method implemented in the standard routine
GETCPRWEIGHT.CDF.

The conversion method is based on evaluating the probability of conversions in
the CPR right in front of the tower with electromagnetic cluster. Real photons have

7/9X (X is the amount of material in radiation

a conversion probability j, =1 — e~
lengths in front of the CPR), while fakes, being mostly 7’s, i.e. two photons, have
higher conversion probability pug ~ 1 — (1 — u7)2 = 24y — 2 (see ref. [68] for more

details). The typical values of y, and pp are ~0.6 and ~0.8, respectively. Therefore,
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Table 8-1: Fractions of gluon jets in dijet events and in 100% pure 7-jet events
obtained using Herwig and Pythia along with various sets of parton distribution

functions.

PDF set Dijet 100% pure ~y-jet

41 GeV 52.5 GeV 41 GeV 52.5 GeV
Herwig+CTEQ4M (Default) 0.615+0.006 0.588+0.008 0.216+0.009 0.256+0.015
Herwig+CTEQ4A2 0.623+£0.006 0.595%+0.008 0.21840.009 0.253+0.015
Herwig+CTEQ4A4 0.613+0.006 0.576+0.008 0.218+0.009 0.2624+0.015
Pythia+CTEQ4M 0.6234+0.006 0.598+0.008 0.19740.009 0.25040.015

if one has N photon candidates, out of which 4N had conversions, the numbers of
real photons and background can be estimated from the two equations: N = Ng+ N,
and uN = Ny + upNp.

The fractions of real photons, 4, in two mass bins are 75% (82 GeV/c?) and 90%
(105 GeV/c?). As a cross-check we developed another empirical method of evaluating
the fraction of fakes among photon candidates. It is described in Chapter 9. The
method gave results consistent with the CPR weights.

8.5 Multiplicity Measurements

The analysis is carried out in the dijet (or photon+jet) center-of-mass frame, so
that Fj,=Mc?/2. Multiplicities of charged particles associated with jets in dijet and
photon—+jet events (N;; and N.,;) are measured for particles (tracks) falling into a
restricted cone of 6, = 0.28, 0.36, 0.47 rad, where 6, is the angle between the jet axis
and the cone side (opening angle). The multiplicities are normalized “per jet”.

There are three major sources of uncertainties we have to deal with when mea-
suring the multiplicity of charged particles in jets from both data samples:

1. tracks from ~y-conversions, K° and A decays (background correlated with jet
direction);

2. secondary interactions, underlying event and accelerator induced backgrounds
(background not correlated with jet direction);

3. CTC track reconstruction inefficiency.
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Figure 8-4: Example of the distribution of log pr versus log d for tracks within a cone
of 0.=0.47 rad around the jet direction. Here, py is the transverse momentum of a
track and d is the impact parameter. The default cut on the impact parameter is
shown by the solid line, while the cut shown by the dashed line is used to estimate
the systematic uncertainty.
8.5.1 Track Cuts

We apply vertex cuts to suppress tracks due to secondary interactions, y-conversions,
K° and A decays, or other backgrounds.

The first cut is on the track impact parameter, d, defined as the shortest distance
(in 7 — ¢ plane) between the interaction point as measured by the SVX detector and
the particle trajectory as obtained by the CTC tracking algorithm fit.

Fig. 8-4 shows the distribution of log (pr) versus log(d) for the dijet events
from the first bin (A4;;=82 GeV), where the large cluster of points corresponds to

particles produced at the interaction point, and the straight line of correlated points

to the right of the main region corresponds to y—conversions happening in the cables
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Figure 8-5: Illustration of correlation between transverse particle momentum, Pr,
and impact parameter, d, for electrons and positrons produced in y-conversions.

between the VIX and the CTC chambers. It can be shown (see Fig. 8-5) that for
electrons and positrons produced in y-conversions at radius 7 from the beam line, Py

and d have the following correlation:
log Pr ~ log (0.15r°B) — log|d|, (8.1)

where r and d are measured in meters, the magnetic field B in Tesla, and Pr in
GeV/e.

The default cut on the impact parameter selects only tracks which, on the (log|d|,
log Pr)-plane, are to the left of the strait line segments defined by the equations:
log |d| = —1 and log (| Prd|) = 0 (solid lines on Fig. 8-4).

The second vertex cut used is on Az, defined as the difference between the z
position of the track at the point of its closest approach to the beam-line and the

position of the primary vertex as measured by the vertex detector (see Fig. 8-6).
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Figure 8-6: Example of the Az distribution for tracks from events with only one
vertex (primary interaction). Tracks are counted within a cone of ,=0.47 rad around
the jet direction.

This cut helps to remove tracks from the secondary interactions. The default value
of this cut is: |Az| < 6.0 cm (~ 604,).

After applying vertex cuts, there is still a small number of correlated background
tracks remaining, mostly due to y—conversions. These are estimated by turning
on/off conversions in the QFL detector simulation package. This fraction is found to
be around 3.5%.

8.5.2 Background Tracks Removal

Tracks coming from the underlying event, multiple interactions in the same bunch
crossing (with unresolved z-vertices), and any other uncorrelated backgrounds can be
easily subtracted on average using complementary cones. A pair of complementary
cones is defined such that their axis is in the plane normal to the dijet direction
and at the same polar angle as the dijet axis (Fig. 8-7 shows the orientation of
the complementary cones). Note that such cones can only be defined for jets in the

region 45° < ., < 135° (corresponds to [njen2| < 0.9). These cones are expected
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beam-line

Figure 8-7: Illustration of the definition of complementary cones. The unlabeled
arrows are the axes of cones complementary to jets 1 and 2.
to collect statistically the same uncorrelated background as the cones around the
jets. However, there still could be a small fraction of tracks associated with jets
which found their way into the complementary cones. There are several indications
of that. In photon+jet events, the multiplicity in the half cone on the photon side of
the complementary cone is about 7-9% less than that on the jet side. Finally, there
is a small correlation between the multiplicity in the complementary cones and the
multiplicity in cones around jets (see Fig. 8-8). To estimate the true contribution
of the uncorrelated background, we made a linear fit of the dependence of mean
complementary cone multiplicity on mean multiplicity in jets for events from dijet
and photon+jet samples. The extrapolation of this function to zero was taken as an
estimate of the uncorrelated background contribution in the jet cone (0.55 and 0.46
tracks per cone of 6, =0.47 rad in dijet and photon-+jet events, respectively).
8.5.3 Tracking Efficiency

We also corrected the measured multiplicities for the CTC track reconstruction
inefficiency. We use the results of the method developed in ref. [70]. This method
is based on embedding tracks at the CTC hit level into real events and re-running
the full CTC track reconstruction. For this purpose, a track selected from one of the

jets in dijet event is rotated 180° in the center-of-mass frame, and embedded into the
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Figure 8-8: The correlation between multiplicity in complementary cones (per event)
and dijet multiplicity (per event). The results of linear fit, 2compr.cone = Po+DP1 X Ndijet
are shown. We do not fit the dependence in the region ngje; < 5, because the
contribution of uncorrelated background tracks can dominate in the dijet multiplicity
in this region. The expected multiplicity of uncorrelated background tracks in a cone
around the jet direction is estimated as ﬁ. The results of the fit are almost the
same (within statistical errors) for events with very different dijet mass which implies
a very small dependence of the complementary cone multiplicity on the jet energy.

Table 8-2: Efficiencies of the track selection cuts for jets with the average energy
E;.;=41 GeV. Stages of multiplicity measurements: raw multiplicity in cone, StepI;
cut on |dz|, Step2; cut on impact parameter, d, and log Pr, Step8; CTC efficiency
corrections, Step4; correction for remaining y-conversions, Stepd; complementary cone
subtraction, Step6.

cone 6, = 0.28 cone 6, = 0.36 cone 6, = 0.47
Dijet y-jet Dijet v-jet Dijet y-jet
Stepl  5.11 (100%) 4.71 (100%) 6.18 (100%) 5.65 (100%) 7.43 (100%) 6.74 (100%)
Step2 4.92 (96.4%) 4.50 (95.5%) 5.90 (95.5%) 5.33 (94.5%) 6.99 (94.1%) 6.29 (93.3%)
Stepd 4.53 (88.7%) 4.03 (85.5%) 5.42 (87.7%) 4.76 (84.3%) 6.41 (86.3%) 5.61 (83.3%)
Step4 4.80 (94.1%) 4.28 (90.8%) 5.77 (93.4%) 5.07 (89.8%) 6.80 (91.6%) 5.95 (88.4%)
Step5  4.67 (91.4%) 4.16 (88.3%) 5.59 (90.4%) 4.91 (87.0%) 6.55 (88.2%) 5.74 (85.2%)
Step6  4.48 (87.7%) 4.01 (85.1%) 5.29 (85.6%) 4.64 (82.2%) 6.05 (81.5%) 5.31 (78.8%)
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Table 8-3: Efficiencies of the track selection cuts for jets with the average energy
E;e1=52.5 GeV. Stages of multiplicity measurements: raw multiplicity in cone, StepI;
cut on |dz|, Step2; cut on impact parameter, d, and log Pr, Step8; CTC efficiency
corrections, Step4; correction for remaining y-conversions, Stepd; complementary cone
subtraction, Step6.

cone § = 0.28 cone § = 0.36 cone # = 0.47
Dijet y-jet Dijet v-jet Dijet y-jet
Stepl  5.82 (100%) 5.29 (100%) 6.98 (100%) 6.29 (100%) 8.33 (100%) 7.49 (100%)
Step2 5.61 (96.3%) 5.06 (95.5%) 6.66 (95.4%) 5.95 (94.5%) 7.85 (94.1%) 6.99 (93.3%)
Step8 5.16 (88.7%) 4.48 (84.7%) 6.11 (87.5%) 5.29 (84.0%) 7.19 (86.3%) 6.20 (82.7%)
Step4 5.54 (95.2%) 4.82 (91.1%) 6.56 (94.0%) 5.69 (90.4%) 7.72 (92.7%) 6.67 (89.0%)
Step5  5.38 (92.5%) 4.68 (88.4%) 6.35 (91.0%) 5.50 (87.4%) 7.44 (89.2%) 6.42 (85.7%)
Step6  5.19 (89.2%) 4.53 (85.6%) 6.05 (86.7%) 5.23 (83.2%) 6.94 (83.3%) 5.99 (80.0%)

other jet. Then, the parameters of the reconstructed tracks are compared with their
original values before embedding. Corrections obtained this way take into account
the efficiency dependence on jet energy, particle momentum, and particle angle with
respect to the jet axis. The size of these corrections on average multiplicities is 6-8%),
depending on jet energy and cone size 6..

The results of multiplicity measurements with default set of cuts and corrections
can be found in Tables 8-2,8-3.

8.6 Effect of Fake Photons

We use Monte Carlo (HERWIG and PYTHIA along with detector simulation) to
study the fake v+jet events . To obtain the fake v+jet sample, we generated regular
dijet events and selected only events passing the photon cuts. To get statistically
meaningful sample of fake y+jet events (~ 3 * 10® events), we had to generate
~ 3% 107 dijet events (numbers are quoted for Pythia). Therefore, we found that the
probability for a jet to fake a photon is on the order of ~10 *. Fake photons, based
on these studies, appear to be regular jets with usually a single 7° faking a photon.
It turns out that this 7%, on average, carries only about 90-93% of the original jet
energy (see Fig. 8-9). The remaining 10% of the energy is carried by other particles

from the original jet. This effect results in a mis-measurement of the dijet mass of
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Table 8-4: The a-correction due to difference in multiplicities between a regular jet
and a jet opposite to a fake photon. The opening angles are - = 0.28, 0.36, 0.47.

Ejer, GeV Cone, , Q=FE,0c, GeV HERWIG  PYTHIA  “Shifted” data
0.28 11.5 1.042+0.018 1.087+0.019  1.024+0.011
41 0.36 14.7 1.02540.016 1.075+0.017  1.025:0.010
0.47 19.2 1.03240.015  1.0844+0.016  1.0300.009
0.28 14.7 1.040£0.031 1.056+0.029  1.026+0.014
52.5 0.36 18.9 1.02340.028 1.056+0.029  1.03540.013
0.47 24.7 1.040.026  1.05540.027  1.037+0.012

fake y+jet events by about 3-5% (see Fig. 8-10). Therefore, fake y+jet, on average,
have higher true invariant mass than the reconstructed one. Consequently, the y+jet
mass bins are actually populated with fake y+jet events of higher true M,; values
than the same mass bins in the case of dijet events. Thus, one can assume that the
higher true energy may result in a higher multiplicity in the jet opposite to the fake
photon (simply fake later in text) as compared to a regular jet from a dijet event.
We found that multiplicities in jets opposite to fakes, Ny;, are typically a few percent
higher than those in jets from regular dijet events, /V;;. Table 8-4 presents the results
for the ratio a=Ny;/N,; obtained in these studies.

Assuming that jet fragmentation occurs independently in each of the jets, one
can also obtain « from the dijet data sample by artificially shifting the energy of one
of the jets (fake) by the same 7-10%. This crosscheck gives similar results to what
we have obtained from Monte Carlo simulations. As a default estimate of «, we take
the average results obtained from HERWIG, PYTHIA, and “shifted” dijet data.

There is one more interesting observation which we can make with the Monte
Carlo studies of fake y+jet events. It turns out that only about 3-6% (Herwig
predicts smaller fraction than Pythia) fakes are gluon jets. As we show in these
studies, quark jets have, on average, lower particle multiplicity then the gluon jets
and it is, therefore, conceivable that it is easier for a quark jet to fluctuate into a

single high energy pion.
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Figure 8-9: The ratio of the measured energy of a fake photon (detector level) to the
real energy of a parent jet (MC parton level).
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Table 8-5: Results of the measurements with the default set of cuts. The multiplicities
in dijet events, NNV;;, and in photon+jet events, N,;, do not include corrections for
remaining particles from K? and A decays and losses of low Pr tracks.

Ejet 41 GeV 52.5 GeV

0. 0.28 rad 0.36 rad 0.47 rad 0.28 rad 0.36 rad 0.47 rad
Q=FE;e:0. 11.5 GeV 14.7 GeV 19.2 GeV 14.7 GeV 18.9 GeV 24.7 GeV
Nj; 4.476+0.025 5.287+0.027 6.052+£0.029  5.19+0.04 6.05+0.04 6.94+0.04
N,y; 4.014+0.04 4.64+0.04 5.31+0.05 4.53+0.07 5.2340.08 6.00+0.08
Iy 0.615£0.006 same same 0.588+0.008 same same
Iy 0.21640.009 same same 0.256+0.015 same same

0y 0.751+0.04 same same 0.90+0.07 same same

a 1.0404+0.016 1.035+0.014 1.041+0.015 1.032+0.012 1.0364+0.011 1.034+0.011

8.7 Final Corrections and Results

Now that we measured or evaluated N;;, N,;, gj, f;j, d, and « (see Table 8-5),
we can calculate N,, N, and r = N,/N,, using Egs. 3.4-3.6. In order to obtain the
final results, two corrections must be applied. These corrections are derived from
Monte Carlo and are expected to be different for quarks and gluons, which makes it
natural for them to be applied in the last order.

The production rates of K° and A’s depend on jet type. The fraction of these
particles is enhanced in jets originating from s— and c-type quarks compared to
gluon jets or jets originating from u and d quarks. Therefore, including their decay
products can bias the measurement of the ratio of charged particle multiplicities.
One of the purposes of the vertex cuts is to suppress tracks due to K? and A decays.
However, there is still a considerable fraction of charged particles from these decays
which pass the cuts. In order to evaluate and remove this contribution the following
study was performed. We compared two Monte Carlo samples: one sample with
~y-conversions, K2 and A decays switched “OFF”, and another sample with only -
conversions switched “OFF”. Comparing the MC level multiplicities, we were able to
find the fraction of particles coming from K? and A decays. From comparison with
the detector level (MC+QFL) multiplicities, we found what fraction of these particles

passed the cuts. Given these numbers, we obtained multiplicity correction factors:
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Table 8 6: Effect of K? and A decays on the charged particle multiplicity within
a cone of the opening angle §.=0.47. The results presented in the Table are based
on Herwig. Multiplicity correction factors are essentially the same for Pythia and
smaller opening angles, 6.=0.28, 0.36.

Jet type Fraction of ch. particles Fraction of ch. particles Multiplicity
from K? and A decays from decays which passed cuts corr. factor

Gluon 8% 47% 0.96

u, d-quarks 9% 46% 0.96

s-quark 15% 56% 0.92

c-quark 10% 44% 0.96

all quarks 10% 49% 0.95

Table 8-7: Charged particle multiplicities in small cones around gluon and quark jet
directions and their ratio, Ny, N, and r = N,/N, respectively. Multiplicities do not
include charged particles from K? and A decays.

E jet 00

Q=E;ub. N, N, r=2

N,

0.28
0.36
0.47

41 GeV

11.5 GeV
14.7 GeV
19.2 GeV

4.9840.07+0.52
6.021+0.0840.55
6.94£0.08+0.58

3.28+0.11+0.37
3.70+0.11+0.40
4.23+0.12+0.47

1.520.08-0.13
1.63-£0.09-40.14
1.64-£0.09-0.14

0.28
0.36
0.47

52.5 GeV

14.7 GeV
18.9 GeV
24.7 GeV

5.941+0.124+0.69
7.02+0.1340.72
8.08+0.1440.72

3.70+0.17+0.43
4.22+0.184+0.49
4.86+0.194+0.57

1.60+0.12+0.19
1.66+0.13+£0.20
1.66+0.13+0.18

~0.96 for gluon jets and ~0.95 for quark jets. Results of these studies can be found
in Table 8-6.

Finally, the measured multiplicities were corrected for losses of low Pr tracks
due to curling in the magnetic field of the solenoid (the efficiency for reconstructing
tracks with Pr < 300 MeV is practically zero). To make this correction, we estimate
the fraction of Monte Carlo tracks (before detector simulation) with Pr < 300 MeV
(below this threshold Py distribution of charged tracks after QFL simulation is falling
sharply). The correction is small: ~2% for gluon jets and ~1% for quark jets.

The final results (including the described above corrections) on N,, N, and r =

Ny /Ny, are presented in Table 8-7.



CHAPTER 9
SYSTEMATIC UNCERTAINTIES AND CROSS-CHECKS

The sources of systematic uncertainties are discussed in the following sections
and are summarized in Tables 9-1,9-2, 9-3.

9.1 Event Selection

Ideally, the results of an analysis should not depend on the event selection. In
practice, the event selection cuts always introduce certain biases in properties of
objects being studied. It is important to choose the cuts such that these biases are
minimal or could be corrected by a simple procedure.

The systematic uncertainties due to the event selection cuts include effects re-
lated to the choice of n-cut on jets, presence of the second vertex, and difference
in the energy balance between dijet and photon+jet events. We do not include in
this list effects related to photon identification and jet reconstruction because the
uncertainties associated with these effects will be discussed separately.

There are two reasons why the multiplicity in jets may depend on 7;.: detector
effect associated with a decrease in tracking efficiency in the forward region, and
a real physics effects associated with the initial-to-final state color coherence. The
first effect is accounted for by the CTC efficiency corrections [70]. The second effect
is expected to make almost no impact on the inclusive properties of jets such as
multiplicities if particles are counted in small cones around the centrally produced
jets (these two conditions are met in our analysis). To confirm that the initial-to-final
color coherence effects are negligible at the conditions of the analysis, the following
test was conducted. The coherence effects, if present, should reveal themselves in the
angular distribution, dn/dg, of particles around jets (see [71, 72]). The radial or polar
angle S is defined in (7, ¢)-plane as follows: An = ARcosf, A¢ = ARsinf where An,

70
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Figure 9-1: The angular distribution of particles in cone 0.47 around jet direction. No
signature of the color coherence effects is observed (distributions are fairly flat). The
color coherence effects would reveal themselves in the increased density of particles
in the preferred direction (8 = 7/2 for y+jet events and 5 = 0, 7 for dijet events).

A¢, and AR = \/m correspond to an angular distance between a particle
and a jet. Fig. 9-1 shows that the angular distribution is fairly flat. Therefore, the
coherence effects are negligible because otherwise we would see an increase in particle
production in certain preferred directions (see ref. [72] for more details).

The default set of event selection cuts allows up to two primary vertices in an
event. The fraction of N,,=2 events in our data set is ~ 17%. One of the reasons we
keep such events is that the CPR method was tuned on an inclusive sample of photons
with some fraction of events with multiple vertices (mostly N,,=1 and N,,=2 events,
with a small fraction of N,, >3 events). On the other hand, the presence of the second
vertex introduces some ambiguities in assigning tracks to vertices which results in a

4-6% difference in particle multiplicity in jets from one and two vertex events. To
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estimate the systematic uncertainty associated with this effect, we repeat the analysis

conservatively assuming that multiplicities in jets from N,;10=1 and N,,1o=2 events

NNvm 32

st ). The effect on the multiplicities in

are the same (i.e., use NV ;}:”;j:l instead of
quark and gluon jets is found to be ~1-2%. The corresponding value of uncertainty
on the ratio r is ~2-4%.

An energy balance cut is applied to select events with well measured jets. The
dijet and photon+jet events are required to pass exactly the same cut: |]£77'T1 +
En,|/(Er,+Erp,) < 0.15. It is important that jets in selected dijet and real photon+jet
events have the same properties. However, applying the same energy balance cut to
events from both samples can lead to a small bias. The photon energy resolution is
much better than that of jets. Therefore, from this naive point of view, vy-jet balance
is expected to be better (or narrower) than jet-jet one. At the same, time there are
factors which can lead to a broadening of the y-jet balance (in fact, we see in data
that y-jet and jet-jet are almost the same; see Fig. 9-2). One of these factors is the
presence of fakes which energies are ~10% less than energies of jets recoiling against
them. The other factor is a small relative offset (~ 4% according to MC) in the en-
ergy scales of quarks and gluons (because jet corrections are obtained for an average
jet from dijet sample). Therefore, it leads to a natural offset in balance of v-¢g and
~-q pairs which, in turn, results in broadening of a generic y-jet balance. Because all
these effects described above are quite small and there is no a clear way to correct
for them, we simply assign a systematic uncertainty associated with the effect of the
energy balance cut. To evaluate this effect we use a tighter cut (motivated by MC
studies; see Fig. 9-3) for photon-+jet events: |Pp + Pp,|/(Pr, + Pp,) < 0.125. The
corresponding uncertainties turn out to be ~3% for the ratio r and ~1-2% for the

measured multiplicties, N, and N,.
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9.2 Jet Reconstruction and Energy Corrections

There are four effects associated with jet reconstruction and energy corrections:
jet algorithm bias, mis-measurement of the jet direction, uncertainty in the jet energy
scale, and migration of events between mass bins. These effects and their correspond-
ing uncertainties are discussed below.

In theory, there are only two initial partons or jets. In practice, the number of
reconstructed jets depends on the resolution parameters of the clustering algorithm.
Therefore, the properties of jets will depend in some way on the jet clustering al-
gorithm. To estimate this potential bias, the following study was conducted. We
compare the properties of Monte Carlo jets reconstructed with three different jet
clustering cones: R=0.4, R=0.7 (default in our analysis) and R=1.0. The events are
selected using the standard set of cuts. To disentangle effects related to jet algorithm
and energy corrections, the comparison is done for jets of the same energy at MC gen-
erator level (true energy of outgoing partons). Charged particles are counted in cones
of various sizes around the true direction of the outgoing parton and the direction
of the reconstructed jet. This procedure allows for an estimate of the potential bias
due to selecting jets with specific properties and the bias due to mis-measurement
of the jet direction. The results of the study can be found in Figs. 9-4, 9-5. From
these plots one can make two conclusions: the bias due to the size of a clustering
cone depends on the opening angle . and a flavor of a jet (it is bigger for gluon jets
than for quark jets). Thus, the effect of the jet algorithm is found to be negligible
for the results obtained with the opening angle 6.=0.47. However, it becomes one of
the leading systematic uncertainties for multiplicities in quark and gluon jets mea-
sured in smaller opening angles, 6.=0.28 and #.=0.36. The corresponding bias in the
measurements of the ratio r turns out to be small (1-3%) for all three opening angles.

To understand the effect of the jet clustering algorithm, it is helpful to consider

how the cluster merging procedure of the cone algorithm works. In general, a jet has
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a subjet structure in the angular distribution of particles. These subjets, or clusters,
can be merged by the jet finder in one jet or reconstructed as separate jets. The chance
for two clusters to be merged depends on the clustering cone size and on the fraction of
energy they share. For instance, two clusters of about the same energy and separation
AR=0.6 will be reconstructed as two R=0.4 jets in about 80% of the cases and as one
R=0.7 jet in about 80%-90% of the cases. Based on this example, one can conclude
that cone R=0.4 jets will have much fewer subjets than cone R=1.0 jets which has
two consequences for jet direction resolution. First, it results in a better jet direction
resolution for smaller clustering cones (see Fig. 9-6). Second, there are situations
when the reconstructed jet direction does not coincide with the direction of any of
the subjets. It happens more frequently for cone R=1.0 jets than for cone R=0.4
jets. Therefore, for small opening angles 6. one may count particles in the region
between subjets where the density of particles is small. This explains the multiplicity
behavior in cones with small opening angle: Ng—g.4 jet > Nr—0.7 jet > Nr=1.0 jet- The
situation changes for large opening angles. It was shown above that the chance for
a cone R=1.0 jet to consist of two clusters (or subjets) is greater than for a cone
R=0.4 jet. It is also known that N(FE,) + N(E;) > N(Ey = E;, + E,), where N(E)
is the multiplicity in a jet (or subjet) with energy E. Therefore, it is more likely
for large opening angle cones to contain most tracks from both clusters (or subjets).
All this explains why the multiplicity behavior at large opening angles is reversed:
Nr=0.4 jet < Nr=07 jet < Nr=1.0 jet-

The systematic uncertainty due to imprecise knowledge of the actual jet direction
is evaluated by using Monte Carlo quark and gluon jets. The difference between the
multiplicity in a cone around the reconstructed jet direction and the multiplicity in
a cone around the true direction of an initial parton is taken to be an estimate of the

corresponding systematic uncertainty. The effect appears to be negligible.
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Figure 9-4: Difference in charged particle multiplicities between jets reconstructed
with different clustering cone sizes. The multiplicity ratios, Ng—o.4 jet/Ngr=1.0 jer and
Ngr=07 jet/NRr=1.0 jet, are presented as functions of the opening angle .. Results are
obtained by counting particles around the true parton direction and the reconstructed
jet direction (QFL jets). MC data from mass bin 1 is presented.

The overall uncertainty on the jet energy scale is 5%. To evaluate its effect
on the measurements, we use the standard CDF routine JTC96X to vary the jet
energy around the measured value. It includes both systematic up and down shifts
in the absolute energy scale and the relative, n;-dependent, scale. After each shift
in the jet energy scale, the entire data set is re-processed and events are re-selected
with default cuts. The maximum variation in results is taken as an estimate of the
corresponding systematic uncertainty. Imprecise knowledge on the jet energy scale
is one of the leading sources of systematic uncertainties in the analysis. The size of
this uncertainty is 2-5% for the multiplicities in quark and gluon jets and 4-9% for
the ratio, 7 = N, /Nj.

There is another effect closely related to the jet energy measurement. It is a
migration of events between mass bins. Given the ~ 10% jet energy resolution, a

jet’s measured energy can fluctuate to significantly lower or higher values compared
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Figure 9-5: Difference in charged particle multiplicities between jets reconstructed
with different clustering cone sizes. The multiplicity ratios, Ng—o.4 jet/Ngr=1.0 jer and
Ngr=07 jet/NRr=1.0 jet, are presented as functions of the opening angle .. Results are
obtained by counting particles around the true parton direction and the reconstructed
jet direction (QFL jets). MC data from mass bin 2 is presented.
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Figure 9-7: Invariant mass spectrum of Monte Carlo dijet and y+jet samples. The
solid line histogram is the detector level (smeared) distribution. The dashed line
histogram is the unsmeared distribution.

to its true energy. This can also propagate into the measured invariant mass of an
entire event so that it can fall into a wrong mass bin. Taking into account that
the invariant mass spectrum is close to a falling exponential, it leads to an average
effective migration of the events to the higher masses (see Fig. 9-7). As a result of
this migration, the unsmeared invariant mass is about 2% less than the measured
(smeared) one. Given the fact that the multiplicity depends on the logarithm of the
energy and that this smearing effect is smaller than the uncertainty on the jet energy
scale, we decided not to apply any unsmearing correction to the data. But to be
conservative, we assign the corresponding systematic uncertainty which is estimated
by comparing the default results with the results obtained by applying the unsmearing
procedure and taking into account a small difference in invariant mass distributions
of dijet and photon-+jet events. The effect of the smearing correction turns out to be

negligible for both mass bins.
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9.3 Presence of Fake Photons

The photon identification cuts obviously do not affect the properties of jets in
pure photon+jet events because a photon and a jet are independent objects in these
events. On the other hand, the photon selection cuts have a direct impact on the
purity of the sample and the properties of fake y+jet events. In the analysis, the
presence of fake photons is accounted for by two parameters, ¢, and «. Below we will
discuss the systematic uncertainties associated with the evaluation of these parame-
ters.

We use the conversion method to determine the real photon content in the pho-
ton+jet data sample as described in Section 8.4. This method was developed by the
CDF photon group and implemented in the standard routine GETCPRWEIGHT.CDF.
This routine also provides means of estimating the systematic uncertainties associated
with the conversion method.

The main backgrounds for prompt photons are single 7%’s and 7’s decaying into

0 0,00

two ’s. There are smaller backgrounds from other multi-7? states (n — 7’7°7",
K? — 77 and jets with 27°) which, obviously, give more photons. The conver-
sion probability for background photons is re-calculated using the measured n/7°
and K2/7° production rates. All these corrections are implemented in the standard
GETCPRWEIGHT.CDF routine. The deviation from a simple two-photon model is
taken to be the systematic uncertainty. The GETCPRWEIGHT.CDF routine also
provides estimates of the systematic uncertainties due to back-scattered electromag-
netic showers and the presence of CPR hits from the underlying event. All these
individual sources of uncertainties in the determination of the real photon content,
d,, are summarized in Table 9-4. We repeat all the measurements using these deviated
values of 0, to evaluate the corresponding effect on the final results. The uncertainty

in the fraction of real photons, J,, leads to a significant uncertainty, 4-6%, in the

measurements of the ratio, r = N,/N,.
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We rely on Monte Carlo simulation of the fake y+jet events. To make sure
that MC provides an adequate description of these events, we conduct the following
test which is based on the difference in shape of the isolation energy distributions
for real photons and fakes. Thus, the additional (isolation) energy in cones R =0.4
around real photons is mostly due to the underlying event and its distribution has
an approximately exponential shape with typical average value of 0.65 GeV per cone
R=0.4 [73, 74]. At the same time, the isolation energy in cones around fake photons
is dominated by contributions from jet debris. According to Monte Carlo simulation,
the isolation energy in cones around fakes has a fairly flat distribution (see Fig. 9-8).
From Fig. 9-8, we can also notice that the distribution in photon+jet data looks
very much like a weighted sum of the exponential (which is how the underlying event
contribution should look) and a “shelf-like” contribution due to fakes. If true, the
weights can be extracted and used as a direct measurement of the photon content in
a data sample. We can try to use this to discriminate between the two in attempt
to estimate the fraction of real photons in the data sample and also to predict such
fraction for any given isolation cut. Thus, we perform a very simple calculation. We
estimate the area under the real data curve in the region from 1S0O=3 GeV to ISO=4
GeV (see Fig. 9-8). Assuming that this region is dominated by fakes, we can then use
the number of fakes per unit of SO to predict the fraction of fakes (or real photons)
in a sample with arbitrary cut on isolation. Fig. 9-9 shows the comparison of this
proposed method to the standard CPR based results. One can see that even with
our “back of the envelope” calculations, we obtain an impressively good agreement.
This test gives us confidence that Monte Carlo correctly reproduces main properties
of fake photons.

Finally, we estimate the systematic uncertainty associated with the a-correction.
This correction depends on the Monte Carlo simulation of fake photons which relies

on a particular fragmentation model. The fragmentation models implemented in
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Herwig and Pythia are very different. We repeat the measurements using the Herwig
and Pythia based values of the a-parameter. The difference between results is taken
to be a systematic uncertainty associated with the dependence on the Monte Carlo
fragmentation model in the evaluation of the a-parameter. The effect turns out to
be small.
9.4 PDF Uncertainties

As mentioned in Section 8.3, the fractions of gluon jets in dijet events, fgj , and
pure y-jet events, gj , are determined from Herwig and Pythia Monte Carlo gener-
ators with PDF sets CTEQ4M, CTEQ4A2, and CTEQ4A4. The results obtained
with Herwig+CTEQ4M are taken as default. The largest variations in results (typi-
cally 1-3%) obtained with different Monte Carlo generators and PDFs are treated as
estimates of the corresponding systematic uncertainties.

9.5 Uncertainties in Multiplicity Measurements

The choice of the impact parameter cut is motivated by the distribution of corre-
lated points on the (log |d|,log Pr)-plane (see discussion in Section 8.5 and Fig. 8-4).
The position of the straight line on the Fig. 8-4 corresponds to roughly 60, of the
impact parameter resolution. Moving this cut further to the left would remove more
background tracks, but would also start eliminating some signal tracks from the tails
of the impact parameter resolution. The natural point of closest approach is around
304. Thus, the position of the deviated cut is set to eliminate all tracks outside the
region of 30impact (dashed line on the Fig. 8-4). For all measured values, the differ-
ence in results is assigned to the systematic uncertainty associated with the impact
parameter requirements.

The parameter Az is used to exclude tracks due to secondary interactions in the
same bunch crossing. Fig. 8-6 shows Az distribution for tracks from dijet events with
only one vertex. The |Az| < 6.0 cm criterion motivated the requirement |z; — 29| <

12.0 cm on the spatial separation of primary vertices in two-vertex events used in the
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event selection described earlier. To estimate the systematics due to a choice of Az
cut, we repeat all the measurements with tightened cut of |[Az| < 4.0 cm which is
three times less than the distance between two vertices.

The background track removal by means of cuts on Az and impact parameters
is the leading source of systematic uncertainty (typical value is 5-8%) in the mea-
surement of multiplicity in quark and gluon jets. At the same time, these cuts have
a small effect (typically less than 3%) on the measurement of the ratio, r = N,/Nj,.

For the y-conversions remaining after the vertex cuts, the correction based on
Monte Carlo studies is applied. We conservatively estimate the associated uncertainty
to be equal to the correction itself (typical value is ~3.5%).

The results are also corrected for the remaining (after vertex cuts) decay prod-
ucts of K? and A. The correction procedure is based on Monte Carlo studies. The
associated systematic uncertainty is conservatively taken to be equal to the correction
itself (typical value is ~4-5%).

The contribution of uncorrelated background to multiplicity in jet cone is de-
termined using the complementary cone technique. The multiplicity of tracks (0.55
tracks per cone of 6,=0.47 rad in dijet events and 0.46 tracks in photon+jet events
for both mass bins) from complementary cones associated with this source of back-
ground is extracted from fitting procedure described in Section 8.5. To estimate the
systematic uncertainty due to uncorrelated background subtraction, we repeat all the
measurements with the average (not extrapolated) complementary cone multiplicity.

As mentioned earlier, the jet multiplicity is corrected for CTC inefficiency. This
correction is the same for dijet and photon+jet data samples. The default correction
is equal to 6.3% for events with jet energy of Ej,,=41 GeV and 7.5% for E;,=52.5
GeV (both corrections are quoted for 6.=0.47). To estimate the systematic effect
of CTC corrections on the ratio r, we repeat all the measurements with no CTC

correction and with both “optimistic” and “pessimistic” CTC correction scenarios
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(see ref. [60, 70]). The variations in r appear to be negligible. In the case of charged
particle multiplicities in quark and gluon jets, the difference in the results obtained
with “optimistic” and “pessimistic” scenarios is assigned to be the corresponding
systematic uncertainty (<2%).

Another source of systematic uncertainty is the losses of low P tracks because
of curling in the magnetic field of the solenoid. We evaluate the fraction of lost tracks
from Herwig. The correction turns out to be small (<2%), so we conservatively

estimate the associated uncertainty to be equal to correction itself.
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Table 9-1: The summary of systematic uncertainties in the measurements of Ny, Ny,

and 7 = Ny /N, obtained for the opening angle 6. = 0.47. The errors are rounded.

Default cuts & Syst. uncertainty E;et=41 GeV E;e4=52.5 GeV

corrections evaluation method AN, AN, Ar= %_Z AN, AN, Ar:%

correction for use N, ;;-’j’;f:l

Nyz12=2 events -0.04 0.06 -0.03 -0.07  0.11 -0.05

Jet energy scale: max. dev. using DMYY PDYY

JTC96X option: MDYY, PDYY,

DDYY DMYY & DPYY 0.20 -0.09 0.09 -0.31  0.15 -0.11

Jet energy balance: < 0.125

% <0.15 (photon-tjet only)  -0.06 0.04  -0.05  0.06 -0.09  0.05

Inv. mass spec.

correction: N/A Applied -0.01 0.0 0.0 0.0 0.0 0.0

Jet algorithm: MC comparison of,

Cone R=0.7 jets R=0.4,0.7,1.0jets 0.13  0.07 0.0 0.14 005 001

Impact param.:

d| < 60g4 d| < 304 -0.30 -0.28 0.03 -0.32  -0.35 0.06

Az| < 6 cm Az| < 4 cm -0.13  -0.10 0.01 -0.14 -0.15 0.02

remaining y-conv.

corr.: MC-based no correction 0.23 0.15 0.0 0.28 0.17 0.0

KY and A decays

corr.: MC-based no correction 0.28 0.22 -0.02 0.33 0.25 -0.01

uncorrelated bckg.:

extrapolated compl. measured compl.

cone multiplicity cone multiplicity -0.07  -0.08 0.02 -0.15  -0.01 -0.03

Default CTC no eff. correction N/A N/A 0.0 N/A N/A 0.01

efficiency corr. “optimistic” corr. -0.01  -0.01 0.0 -0.04 -0.03 0.0
“pessimistic” corr. 0.02 0.01 0.0 0.05 0.02 0.0

Pr <300 MeV trks.:

MC correction no correction -0.13  -0.06 -0.01 -0.16  -0.05 -0.01

Jet direction: MC comparison:

reconstructed jet QFL jet vs. MC jet 0.06 0.04 0.0 0.06 0.04 0.0

fraction of gl. jets: CTEQ4A2+Herwig -0.04 0.0 -0.01 -0.05 0.03 -0.02

CTEQ4M+Herwig  CTEQ4A4+Herwig 0.01  -0.01 0.01 0.12 -0.07 0.05

fraction of CPR hit rate -0.06  0.09 -0.05 -0.06  0.09 -0.04

real photons: Back-scattering 0.07 -0.12 0.06 0.11  -0.15 0.07

default CPR n/x° rate 0.02 -0.03 0.01 0.01 -0.01 0.0

method Kg/n° rate -0.02  0.03 -0.01 -0.01 0.01 0.0

a-correction: difference between

average of all meth. Herwig & Pythia 0.01  -0.08 0.03 -0.06 -0.01 -0.01
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Table 9-2: The summary of systematic uncertainties in the measurements of Ny, Ny,

and 7 = Ny /N, obtained for the opening angle 6. = 0.36. The errors are rounded.

Default cuts & Syst. uncertainty E;et=41 GeV E;e4=52.5 GeV

corrections evaluation method AN, AN, Ar= %_Z AN, AN, Ar:%

correction for use N ;;-’j’;f:l

Nyz12=2 events -0.05  0.07 -0.04 -0.09 0.14 -0.07

Jet energy scale: max. dev. using DMYY PDYY

JTC96X option: MDYY, PDYY,

DDYY DMYY & DPYY 0.14 -0.07 0.07 -0.34 0.18 -0.14

Jet energy balance: < 0.125

% <0.15 (photon-tjet only)  -0.07 0.10  -0.06  0.02 -0.03  0.02

Inv. mass spec.

correction: N/A Applied 0.0 0.01 0.0 -0.01 0.0 0.0

Jet algorithm: MC comparison of,

Cone R=0.7 jets R=0.4,0.7,1.0jets 0.25 0.1 0.02 031 010  0.03

Impact param.:

d| < 60g4 d| < 304 -0.28 -0.23 0.02 -0.30 -0.27 0.04

Az[< 6 cm Az[< 4 cm 2010 -0.08 001  -011 -0.11 0.2

remaining y-conv.

corr.: MC-based no correction 0.18 0.10 0.0 0.21 0.12 0.0

KY and A decays

corr.: MC-based no correction 0.24 0.18 0.02 0.28 0.21 0.02

uncorrelated bckg.:

extrapolated compl. measured compl.

cone multiplicity cone multiplicity 0.07  -0.04 0.03 -0.11  0.06 -0.05

Default CTC no eff. correction N/A N/A 0.0 N/A N/A 0.01

efficiency corr. “optimistic” corr. -0.06 -0.03 0.0 -0.09 -0.05 0.0
“pessimistic” corr. 0.05 0.03 0.0 0.09 0.05 0.0

Pr <300 MeV trks.:

MC correction no correction -0.08 -0.04 -0.01 -0.11  -0.03 -0.01

Jet direction: MC comparison:

reconstructed jet QFL jet vs. MC jet 0.09 0.05 0.0 0.11  0.06 0.0

fraction of gl. jets: CTEQ4A2+Herwig -0.03 0.0 -0.01 -0.05 0.03 -0.02

CTEQ4M+Herwig  CTEQ4A4+Herwig 0.01  -0.02 0.01 0.10 -0.06 0.05

fraction of CPR hit rate -0.06  0.07 -0.05 -0.05 0.07 -0.04

real photons: Back-scattering 0.06 -0.10 0.06 0.09 -0.13 0.08

default CPR n/x° rate 0.01  -0.02 0.02 0.01  -0.01 0.01

method Kg/n° rate -0.02  0.02 -0.02 0.0 0.01 0.0

a-correction: difference between

average of all meth. Herwig & Pythia 0.01  -0.05 0.02 -0.06 0.02 -0.02
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Table 9-3: The summary of systematic uncertainties in the measurements of Ny, N,
and 7 = Ny/N, obtained for the opening angle 6. = 0.28. The errors are rounded.

Default cuts & Syst. uncertainty E;1=41 GeV E;4=52.5 GeV

corrections evaluation method AN, AN, Ar= JX,—Z AN, AN, Ar:%

correction for use N ﬂ”’;f:l

Nyz12=2 events -0.03  0.05 -0.03 -0.06  0.09 -0.05

Jet energy scale: max. dev. using DMYY PDYY

JTC96X option: MDYY, PDYY,

DDYY DMYY & DPYY 0.14 -0.07 0.07 -0.32  0.15 -0.14

Jet energy balance: < 0.125

Potel <015 (photonjetonly) 007 011 007 0.0 -001 001

Inv. mass spec.

correction: N/A Applied 0.0 0.01 0.0 0.01 0.01 0.0

Jet algorithm: MC comparison of,

Cone R=0.7 jets R=04,0.7,1.0jets 0.32 0.15 0.03 0.41 0.15 0.05

Impact param.:

d| < 6og4 d| < 304 -0.25 -0.19 0.01 -0.27  -0.23 0.03

Az| < 6 cm Az| < 4 cm -0.07  -0.06 0.01 -0.08 -0.08 0.02

remaining y-conv.

corr.: MC-based no correction 0.13 0.09 0.0 0.16 0.10 0.0

K? and A decays

corr.: MC-based no correction 0.20 0.16 -0.01 0.24 0.18 -0.01

uncorrelated bckg.:

extrapolated compl. measured compl.

cone multiplicity cone multiplicity -0.01  -0.02 0.0 -0.03 -0.01 0.0

Default CTC no eff. correction N/A N/A 0.0 N/A N/A 0.01

efficiency corr. “optimistic” corr. -0.04 -0.03 0.0 -0.07  -0.04 0.0
“pessimistic” corr. 0.05 0.03 0.0 0.07  0.05 0.0

Pr <300 MeV trks.:

MC correction no correction -0.05 -0.03 0.0 -0.07  -0.02 0.0

Jet direction: MC comparison:

reconstructed jet QFL jet vs. MC jet 0.11 0.06 -0.01 0.13  0.07 0.0

fraction of gl. jets: CTEQ4A2+Herwig -0.02 0.0 -0.01 -0.04 0.02 -0.02

CTEQ4M+Herwig  CTEQ4A4+Herwig 0.01  -0.01 0.01 0.06 -0.04 0.05

fraction of CPR hit rate -0.03  0.05 -0.04 -0.04 0.06 -0.03

real photons: Back-scattering 0.05 -0.07 0.05 0.07  -0.10 0.07

default CPR n/x° rate 0.01  -0.02 0.01 0.0 0.0 0.0

method Kg/n° rate -0.01  0.01 -0.01 -0.01 0.01 0.0

a-correction: difference between

average of all meth. Herwig & Pythia 0.02 -0.05 0.03 -0.06  0.03 -0.02

Table 9—4: Fraction of real photons in the photon+jet sample and its associ-

ated systematic uncertainties.

GETCPRWEIGHT.CDF routine.

Results are based on CPR weights calculated by

Jet Energy (GeV)  Default  CPR hit rate Back—scattering n/m° Kg/n°
41 0.75+0.04 0.78+0.04 0.70+0.04 0.73+0.04 0.75£0.04
52.5 0.90+0.07 0.94+0.07 0.85+0.07 0.90+0.07 0.90+0.07




CHAPTER 10
DISCUSSION OF RESULTS

In this Chapter, the experimental results on the differences between quark and
gluon jets that were obtained in this study are presented and compared to the theory
calculations, other experimental measurements and Monte Carlo predictions.

10.1 Multiplicity of Charged Particles in Gluon and Quark Jets

The average multiplicities of charged particles in gluon and quark jets, N, and
Ny, for two different jet energies and three opening angles, as well as their ratio r,
are summarized in Table 8-7 and presented in Figs. 10-1, 10-2,10-3.

The comparison of CDF results on the ratio r = N, /N, to the theoretical pre-
dictions and the model-independent e*e™ experimental results can be found in Fig.
10-1. The NLLA curves [24, 25, 26, 27] on this plot are calculated using Q.;r=230
MeV [60]. The ratio agrees well with re-summed perturbative QCD calculations,
1.4<r<1.8 [24, 25, 26, 27|, and is consistent with recent results from OPAL, r~1.5
[64]. The ratio is also in good agreement with the previous CDF model-dependent
measurement, r=1.74+0.3 [59]. From Fig. 10-1, one can also see that the ratio r
tends to increase with energy scale. This trend is statistically significant, because
both statistical and systematic uncertainties are strongly correlated. At a jet energy
of E;e=41 GeV and opening angles #,=0.28 and 0.47 rad (Q=11.5 GeV and 19.2
GeV), we find Ar=r(19.2 GeV)—r(11.5 GeV)=0.12+0.02(stat)£0.05(syst) which is
a ~2¢ significance level.

Fig. 10-2 shows the measured charged particle multiplicities in gluon and quark
jets. Also shown on Fig. 10-2 are the fits to CDF data obtained by using recent
3NLLA expressions [26] with normalization constant as the only free parameter (the

other parameter Q. is set to 230 MeV [60]). The fits for gluon and quark jet data
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r NLLA limit, r=C,/C=2.25
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Figure 10-1: The ratio of charged particle multiplicities in gluon and quark jets as a
function of jet hardness (), which is Q=F;.0. for CDF data and Q=EFE . =2FE}, for
ete™ data. CDF results are obtained for cone sizes 6,=0.28, 0.36, and 0.47 rad. The
NLLA curves [24, 25, 26, 27] are calculated using Q.sr=230 MeV [60]. The asymptotic
value (QQ—o0, of r is simply the ratio of the gluon and quark color charges, C'4=3
and Cp=4/3, respectively.

points are independent. The width of bands corresponds to the uncertainty in the
overall normalization. From Fig. 10-2, one can see that the multiplicities in quark
and gluon jets follow the predicted evolution with jet energy and opening angle as a
function of @=FE}¢f.. The model-independent e*e™ results [49, 54, 75] (except for
CLEO data at Q~5-7 GeV) fall within the fit bands and, thus, are in agreement with
CDF results. This comparison, however, is indirect because the measurements are
done at very different energy scales.

Fig. 10-3 shows the comparison of CDF results on multiplicity in gluon jets
with recent model-dependent and indirect results from OPAL [55, 56]. The range of
energy scales is the same in both experiments, thus allowing for a direct comparison.
One can see that CDF and OPAL data are in good agreement.

To compare the results of this analysis to the predictions of Monte Carlo event

generators, we use Herwig 5.6 and Pythia 6.115 along with QFL detector simulation.
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Figure 10-2: Average charged particle multiplicities in gluon and quark jets as a
function of jet hardness (), which is Q=F;.0. for CDF data and Q=E ,, =2FE}, for
ete  data. For the purpose of comparison to the ete™ measurements, CDF results
on this plot include charged particles from K and A decays and are multiplied by
two. The fits to CDF data are obtained by using the recent NLLA expressions from
Ref. [26] with normalization constant as the only free parameter (the other parameter
Qe is set to 230 MeV [60]). The width of the bands corresponds to the uncertainty
in the overall normalization.

30

O CDF CDF preliminary

¥ OPAL, Eur.Phys.J. C23 (2002) 597
[ @ OPAL, Phys.Rev. D69 (2004) 032002
— 3NLLA fit, Phys.Lett. B459 (1999) 341

[ ]
wn

w
=

—
>

Charged particle multiplicity in gluon jets, 2Ng
n o
T

S 6 78910 0 n a0 s

Q, GeV
Figure 10-3: Comparison of CDF results on charged particle multiplicity in gluon jets
with recent model-dependent and indirect results from OPAL. The theoretical curve

on this plot is the 3NLLA fit [76] to model-independent e*e™ results on multiplicity
in gluon jets [50, 54].
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First, we investigated if the properties of quark and gluon jets from dijet events
are similar to those from photon-+jet events. To disentangle the detector resolution
and event reconstruction effects, we compare the charged particle multiplicities in
jets of the same energies at the hadron level of the generator before the detector
simulation. The differences in multiplicity in jets of the same type (gluon, u,d,s,c-
quarks) are found to be within statistical uncertainties (typically < 1.5%). Therefore,
Monte Carlo does assume the universality of jets.

Three approaches were used to find the multiplicities in gluon and quark jets
and their ratio: 1) considering jets from dijets events only, 2) considering jets from
photon+jet events only, and 3) using the results from modified Egs. 3.4-3.6. In order
to apply Eq. 3.4 to Monte Carlo data, we, of course, take d,=1. Then, the MC version

of Eq. 3.4 reads as follows:

N.
N, I
P=9 14 Al B (10.1)
N, T e I

The results for all three methods are found to be essentially the same, the combined
results are presented in Table 10-1. Looking on this data, we can draw several impor-
tant conclusions. First, Pythia predicts higher multiplicity in gluon and quark jets
compared to Herwig: 1.6-6.3% and 1.4-4.0%, depending on the cone size. Second, the
Monte Carlo results follow the Ej.0, scaling. Third, the differences between data and
Monte Carlo multiplicities in gluon jets are well within the statistical uncertainties
of this measurement, and the multiplicity in Monte Carlo quark jets is about 30%
(~ 205ys¢) higher than that in the data (see Fig. 10-4). Finally, Monte Carlo predicts
the ratio, r = Ny/N,, to be in the range 1.2 <r < 1.4 (see Fig. 10-5) which is lower

by the same 20,5 than the measured ratio in the data, 1.5 <r < 1.7.
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Table 10-1: Monte Carlo results for charged particle multiplicities in small cones
around gluon and quark jet directions and their ratio, Ny, N, and r = N,/N, respec-
tively. Multiplicities do not include charged particles from K? and A decays.

MC gen. Ejet 40.6 GeV 52.4 GeV
cone, 0, 0.28 rad 0.36 rad 0.47 rad 0.28 rad 0.36 rad 0.47 rad
Q=Ejtf. 11.4GeV 146 GeV 19.1GeV 14.7GeV 189 GeV  24.6 GeV
Ny 5.056£0.03 6.04+0.02 7.20+£0.02 5.92+£0.04 7.05+0.05 8.27+0.03
Herwig N, 4.1940.02 4.784+0.02 5.47+0.02 4.77+0.03 5.40£0.03 6.18+0.04
r= % 1.214£0.01 1.27+0.01 1.324+0.01 1.25+0.01 1.324+0.01 1.34+0.01
N, 5.144+0.05 6.27+0.03 7.51+0.02 6.11+0.08 7.33+0.06 8.65+0.06
Pythia N, 4.26+0.04 4.93+0.06 5.62+0.06 4.85+0.04 5.58+0.03 6.32+0.07
r= x—z 1.214£0.01 1.2940.01 1.344+0.01 1.2840.01 1.344+0.01 1.38+0.01
50 T - A
Gluon jets: Quark jets: CDF Preliminary
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45 % Herwig 5.6 A Herwig 5.6
* Pythia 6.115 & Pythia 6.115
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.
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3NLLA fits, Eur. Phys. J. C23 (2002) 597:
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u,d,s-quark jets
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Figure 10-4: Comparison of Monte-Carlo predictions to data: average charged par-
ticle multiplicities in gluon and quark jets. The theory curves are 3NLLA fits [26] to
gluon and quark data from ete™ experiments. The fit parameters are taken from the
last publication under ref. [75]. This particular choice of theory curves is motivated
only by convenience of comparison. The ete™ results include only model-independent

measurements.
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Measurements of the ratio of charged particle
multiplicities in Gluon and Quark Jets
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Figure 10-5: Comparison of Monte-Carlo predictions to data: the ratio of charged
particle multiplicities in gluon and quark jets. Theory curves and experimental points
are the same as on Fig.10-1. The e*e™ results include only model-independent mea-
surements.

10.2 Momentum Distribution of Charged Particles in Gluon and Quark
Jets.

In addition to average multiplicities, we also obtained the momentum distribu-
1 dN

tions, 5 —%¢ (where £ = In % and p is particle’s momentum), of charged particles
je

from gluon and quark jets, as well as their ratio r(§) = %, for Eje=41
GeV and 6.=0.47 rad. The technique was almost the same, except that the momen-
tum spectrum of charged particles was subdivided into bins of width A¢ = 0.5 and
multiplicities were measured for each bin. These results are summarized in Tables
10-2,10-3,10-4 and presented on Figs. 10-6-10-9.

It is interesting to consider the ratio of momentum distributions, r(§), of charged
particles from gluon and quark jets. The ratio of multiplicities in gluon and quark
jets, r, should approach r=C,/Cr=2.25 in the asymptotic limit of infinite jet en-
ergies. However, this regime can be reached even at current jet energies [29]. For

the limited region of phase space, the conservation laws are not a constraint. Thus,

the asymptotic condition can be met for soft particles with p<FEj.;. The qualitative
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Figure 10-6: The ratio of momentum distributions, r(£) (where £ = In(1/z) =

In(Eje/p)), of charged particles in gluon and quark jets. Comparison of CDF and
OPAL data.

picture of the effect is that soft gluons have long wavelengths and can not resolve
individual partons within a jet. Instead, they only see the color charge of the initial
parton. Thus, the ratio of mean multiplicities of soft gluons in gluon and quark jets,
Tsoft, sShould not depend on the energy scale and should approach the asymptotic
value of 755 — Ca/Cr=2.25. As one can see from Fig. 10-6, the ratio r(¢) is
significantly below unity for energetic particles, and it is monotonically growing as
particle momentum gets softer. The ratio appears to saturate at r,,5~1.8 which is,
however, still below the asymptotic value C4/Cr=2.25. It is also interesting to note
that the OPAL [54] experiment observed the same behavior of r(£) and found that
the ratio saturates at 7(§) — rsop ~1.8.

To get deeper insight on the origin of the disagreement in multiplicities between

data and Monte Carlo, we compare inclusive momentum distributions of charged
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particles. From Table 10-2 and Fig. 10-7, one can see that Herwig 5.6 results
for charged particle momentum spectra in gluon jets are in a good agreement with
data while Pythia 6.115 predicts somewhat higher number of charged particles in the
region around the peak of distribution, 2.5<£<3.5. In the case of quark jets (see Table
10-3 and Fig.10-8), both Herwig and Pythia disagree with data significantly, with

Pythia predicting a slightly higher number of particles with 1.5<£<3.5 than Herwig.

1 dNg
Nq.jet df ’

The difference in the momentum distribution of particles from quark jets,
further propagates into a difference in the ratio r(§). Thus, both Herwig and Pythia
qualitatively describe the data, but predict lower ratios in almost the entire range
of particle momenta (see Table 10-4 and Fig.10-9). It is interesting to note that
the shape of Herwig r(&)-distribution somewhat better resembles the trend in data

(“leveling oft” of r(£) in the soft part of the momentum spectrum) than Pythia.
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Figure 10-7: Inclusive momentum distribution, ﬁ% (where £ = In %), of charged

particles in gluon jets. The results are presented for E;,;=41 GeV and the opening
angle 6.=0.47 rad. The integral of the distribution gives the average charged particle
multiplicity in gluon jets. The error bars correspond to statistical and systematic
uncertainties added in quadrature.

1 _dN
Nowr dE of charged par-

ticles in gluon jets. The results are presented for F;,;=41 GeV and the opening angle
0.=0.47.
& =log % Data
0.25 0.02+0.85+0.01
0.75 0.154+0.2640.05

Table 10-2: Measured values of the momentum distribution,

Herwig Pythia
0.0020£0.0005 0.005240.0009
0.0793£0.0032  0.081840.0035

1.25 0.64+0.14+0.05  0.542+0.008 0.494+0.009
1.75 1.47£0.10+£0.14  1.450£0.013 1.332+0.014
2.25 2.27+0.10+0.18  2.411+0.017 2.391+0.019
2.75 2.88+0.094+0.16  2.961+0.019 3.169+0.022
3.25 2.83+0.094+0.19  2.876+0.019 3.169+0.022
3.75 2.13£0.10£0.18  2.119+£0.016 2.331+0.019
4.25 1.31£0.11£0.22  1.1484+0.012 1.276+0.014
4.75 0.46+£0.16+0.14  0.455+0.008 0.525+0.009
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Figure 10-8: Inclusive momentum distribution, ﬁ% (where € = In Ef), of charged

particles in quark jets. The results are presented for Ej;,;=41 GeV and the opening
angle 6.=0.47 rad. The integral of the distribution gives the average charged particle
multiplicity in quark jets. The error bars correspond to statistical and systematic
uncertainties added in quadrature.

Table 10-3: Measured values of the momentum distribution, ﬁ%, of charged par-

ticles in quark jets. The results are presented for E;.;=41 GeV and the opening angle
0.=0.47.

& =log % Data Herwig Pythia
0.25 0.034+0.85+0.01 0.041840.0029 0.0507£0.0035
0.75 0.2840.26+0.04  0.332+0.008 0.294+0.009
1.25 0.604+0.15+0.04  0.868+0.013 0.806+0.014
1.75 1.07+0.12+£0.15  1.355+0.017 1.384+0.019
2.25 1.39£0.12+£0.11  1.780+0.019 1.908+0.022
2.75 1.65+£0.12+£0.17  2.023£0.020 2.158+0.023
3.25 1.63£0.12+£0.20  1.946+0.020 2.024+0.022
3.75 1.13£0.11£0.15  1.413£0.017 1.399+0.019
4.25 0.75+£0.12+0.13  0.738+0.012 0.709+0.013
4.75 0.24+0.16+0.06  0.264+0.007 0.301+0.009
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Figure 10-9: The ratio of momentum distributions, r(£), of charged particles in gluon
and quark jets. The results are presented for Ej;,=41 GeV and the opening angle
0.=0.47 rad. The error bars correspond to statistical and systematic uncertainties
added in quadrature.

Table 10-4: Measured values of the ratio of momentum distributions, r (), of charged
particles in gluon and quark jets. The results are presented for Ej,;=41 GeV and the
opening angle 6,=0.47.

& =log % Data Herwig Pythia
0.25 0.524+0.494+0.35 0.048+0.012 0.103+0.019
0.75 0.53+0.154+0.25 0.234+0.011 0.278+0.014
1.25 1.08+0.17£0.14 0.624+0.013 0.613+0.015
1.75 1.38+0.16+£0.28 1.070+0.016 0.963+0.016
2.25 1.63+0.17£0.21 1.354+0.017 1.2534+0.017
2.75 1.74+0.16+0.12 1.464+0.017 1.46940.019
3.25 1.744+0.17£0.16 1.478+0.018 1.565+0.020
3.75 1.884+0.22+0.17 1.499+0.021 1.666+0.026
4.25 1.754£0.24+£0.26 1.556+0.030  1.80+0.04
4.75 1.914+0.43+£0.42  1.7240.06 1.75+0.06




CHAPTER 11
SUMMARY AND CONCLUSION. FUTURE PERSPECTIVES

The study reported in this dissertation is the first model-independent measure-
ment of quark and gluon jet properties using charged particles in a hadron collider
environment. At pp collisions, jet production is a dominant process. Most of the
jets produced are gluon jets. Unlike quark jets, our knowledge of gluon jet fragmen-
tation is very limited. Until recently there have been only two model-independent
measurements of gluon jet properties at well defined energy scales in ete™ collisions
[50, 54]. This analysis improves our understanding of gluon jet fragmentation and
proves that quark and gluon jet properties can be successfully studied in a largely
model-independent way at hadron collisions. This independence is achieved by ex-
ploiting the difference in quark and gluon jet content of dijet events and y+jet events
in pp collisions. The analysis is carried out in the dijet or y+jet center-of-mass frame,
where the average jet energies are Ej,;=41 and 53 GeV. The charged particle multi-
plicities in gluon and quark jets are measured in restricted cones with 6.=0.28, 0.36,
and 0.47 rad, where 6, is the angle between the jet axis and the cone side.

In our measurements of multiplicity, we tried to reproduce theoretical assump-
tions as close as possible. Thus, we required only two high Er back-to-back jets in
the central n-region and counted particles in small opening angles. Furthermore, the
small size of the cone and back-to-back geometry of events ensures unambiguous as-
signment of particles to jets. The contribution of the underlying event is subtracted
by counting particles inside complementary cones.

The results of the analysis are compared to the theoretical predictions based

on re-summed perturbative QCD calculations carried out in the framework of the
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Modified Leading Log Approximation [22] and its extensions [24, 25, 26, 27|, supple-
mented with the hypothesis of Local Parton-Hadron Duality [18]. The multiplicities
in gluon and quark jets follow the predicted evolution with jet energy and opening
angle as a function of ()=Fj.0.. For the range of jet hardness 12 GeV < Q) < 25
GeV, the measured ratio of charged particle multiplicities in gluon and quark jets,
r = Ny/N,, varies between 1.5 and 1.7. At Q=19 GeV, the ratio is found to be
r=1.6440.17. This is in agreement with re-summed perturbative QCD calculations,
1.4<r<1.8 [24, 25, 26, 27]. Overall, the measured multiplicities in gluon and quark
jets, as well as their ratio, are successfully described by recent NLLA expressions from
Ref. [26] using the cut-off scale Q.;; =230 MeV [60]. This confirms that pQCD plays
the dominant role in the jet fragmentation down to a very low scale—an observation
made in earlier CDF model-dependent studies [59, 60].

The measured multiplicities in gluon and quark jets are found to be consistent
with the data from eTe™ experiments [50, 54, 55, 56, 75]. This consistency demon-
strates the universality of jets produced in different environments.

The results on inclusive momentum distributions, dN/d¢, of charged particles
in gluon and quark jets and their ratio, r(§), suggest that the multiplicity of ener-
getic particles is higher in quark jets than in gluon jets (r(§ — 0) < 1.0). On the
other hand, gluon jets have larger multiplicity of soft particles. Another interesting
observation we make is that the ratio r(§) appears to saturate in soft part of the mo-
mentum spectra at 7(§) — 755t = 1.8. The same behavior of r(£) was also reported
by OPAL [54].

When the results of the analysis are confronted with Monte Carlo predictions,
we find that Herwig 5.6 and Pythia 6.115 reproduce the multiplicities in gluon jets
fairly well, but they systematically overestimate the multiplicities in quark jets by
as much as 30%. The analysis of the momentum distributions in quark jets reveals

that most of the disagreement between data and Monte Carlo occurs in the region of
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intermediate particle’s momenta (around the peak of the distribution). More detailed
studies are needed in order to trace the origin of this disagreement.

The measurement reported in this dissertation confirms that gluon and quark
jets exhibit significant difference in fragmentation (1.5 < r < 1.7) even at relatively
low jet energies (Ej¢ ~ 40-50 GeV) and small opening angles (0.3 < 6, < 0.5). This
actually opens a possibility to use the difference between quarks and gluons as an
extra tool to suppress QCD multi-jet backgrounds in any measurements involving
jets from W*—¢‘q“ and Z—qq decays (e.g., tt—bbW W ~—bbjjjj where the signal
is all quark jets and the background is many gluon jets).

The high luminosity of Run 2 at the Tevatron opens many opportunities for more
precise studies of fragmentation differences between quark and gluon jets. It would
also allow to extend the range of jet energies where these studies can be done. As one
of the possible measurements, it would be interesting to study in more detail various
inclusive momentum distributions (e.g., dN/d¢, dN/dk,, dN/dp), etc.) of particles
in gluon and quark jets.

Another interesting measurement which can be done is the study of the KNO
scaling in the multiplicity distributions of charged particles in gluon and quark jets.
The ete™ experiments studied in great detail this effect in quark jets. However, there
is no data on KNO scaling in gluon jets. Moreover, it is in the fluctuations and
correlations in particle production that the detailed information on the underlying
dynamics is expected to manifest itself. Therefore, this measurement would definitely
improve our understanding of jet fragmentation.

And finally, all these future measurements will definitely help to test and improve
the modeling of fragmentation in Monte Carlo event generators. This becomes espe-
cially important given the fact that many measurements at hadron colliders heavily
rely on Monte Carlo simulation in order to obtain jet energy corrections, evaluate

backgrounds, estimate acceptances, etc.
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