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Abstract

Measurement of the Top Quark Mass in the Dilepton Channel using the Neutrino
Weighting Algorithm at CDF II

Simon Sabik
Doctor of Philosophy
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University of Toronto

2006

We measure the top quark mass using approximately 359 pb~! of data from pp colli-
sions at /s = 1.96 GeV at CDF Run II . We select ¢t candidates that are consistent with
two W bosons decaying to a charged lepton and a neutrino following tt — WW ~bb —
It~ vwbb. Only one of the two charged leptons is required to be identified as an electron
or a muon candidate, while the other is simply a well measured track. We use a neutrino
weighting algorithm which weighs each possibility of neutrino direction to reconstruct a
top quark mass in each event. We compare the resulting distribution to Monte Carlo

templates to obtain a top quark mass of 170.8152 (stat) + 4.6 (syst) GeV/c2.
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Chapter 1

Introduction

As of today, the Standard Model is the best tool we have to predict the outcome of exper-
iments in the subatomic world. The top quark, whose existence was a prediction of the
Standard Model, was discovered by CDF [1] and DO [2] in 1995, using limited statistics.
Our current experimental knowledge of it remains quite limited. Its unexpectedly large
mass, ~35 times more than that of the next heaviest quark (the b quark), suggests that
the top quark might be a special particle. Unlike other quarks, it is massive enough to
decay to a real W boson. Its predicted lifetime (~ 1072°s) is expected to be too short

for top flavored hadrons to form before decay [3].

The knowledge of the free parameters of the Standard Model, such as the fermion
masses, improves the accuracy of the Standard Model predictions. Why is it more inter-
esting to measure the top quark mass than any other Standard Model parameter? The
reason is related to another prediction of the Standard Model: the existence of a Higgs
boson, which would be responsible for giving mass to every elementary particle. The top
quark mass, precisely because it is so large, is related to the prediction of the Higgs boson
mass. The understanding of the origin of mass would be a major scientific breakthrough,

and the top quark mass plays an important role in this prediction.

Interestingly, the top quark mass is close to the scale of electroweak symmetry break-
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ing. This observation led to the development of several alternative models beyond the
Standard Model, in which the top quark mass plays a significant role. A more precise

measurement will contribute to the experimental testing of these models.

This thesis presents a measurement of the top quark mass using data collected during
Run II of the Collider Detector at Fermilab (CDF) experiment. We study the dilepton
decay channel (see Section 1.2) using a quantity of data corresponding to an integrated
luminosity of 359 pb~! collected during CDF Run II. The event selections are based on the
identification of a charged lepton and the observation of a good quality isolated track (see
Section 4.2). The top reconstruction method used is the neutrino weighting algorithm
(see Section 5.2). In the current Chapter, we introduce the subject of the top quark
mass by discussing the motivation for this measurement and previous measurements. In
Chapter 2, we will describe the experimental apparatus. In Chapter 3, we will describe
the software used to reconstruct particles from raw measurements. In Chapter 4, we will
describe the event selections. In Chapter 5, we will explain the analysis methodology used
to calculate the top quark mass. Finally, in Chapter 6, we will discuss the systematic

uncertainties on the measurement of the top quark mass.

1.1 Motivation for measuring the Top Quark Mass

Even though the Standard Model does not directly predict the quark masses, a precise
measurement of the top quark mass combined with other experimental information can
constrain important parameters of the Standard Model. For instance, we can constrain
the Higgs boson mass through the radiative corrections to the W propagator [4]. In
the Standard Model context, these corrections are fermion loops and the emission and
absorption of a Higgs boson. The light quark loops are highly suppressed, and, as a
result, the tb and the Higgs loop (see Figure 1.1) dominate the corrections. Therefore,

accurate measurements of the top quark mass and the W boson mass are needed to
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predict a Higgs boson mass.

h
t e
W w
W\l%
b

Figure 1.1: Radiative corrections to the W boson propagator. The dominating fermion
loop tb is shown on the left and the emission and absorption of a Higgs boson is shown

on the right.

Figure 1.2 shows how the top quark mass and the W boson mass results from the
Tevatron Run I and the LEP2 experiment have constrained the Higgs boson mass. If
the Higgs boson is discovered and its mass measured at the LHC, a precise measurement
of the top quark mass will allow a test of the self-consistency of the Standard Model.
Currently, the uncertainty on the top quark mass limits our prediction on the Higgs mass.

For this reason, it is crucial to make a more accurate measurement.

1.2 The dilepton channel

At the Fermilab Tevatron, top quarks are mostly created through quark anti-quark an-
nihilation and the subsequent production of ¢f pairs. In the Standard Model, the weak
t — Wb branching ratio is about 99.8%. The W boson in turn can then decay as a
charged lepton-neutrino pair or as a quark anti-quark pair. We call the “dilepton chan-
nel” the cases where both W bosons decay into charged leptons with their associated
neutrinos. Its signature is therefore two charged leptons (except when we have a 7 lep-
ton, where we observe its decay products), two jets, and a missing transverse energy
(energy imbalance from the two undetected neutrinos, see Section 3.2). Furthermore, in

addition to the expected two jets from the hadronization of the b and the b, gluons can
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1 —LEP1, SLD data
80.5 -~ LEP2 (prel.), pp data

68% CL P

80.3 1

150 175 200
m, [GeV]

Figure 1.2: Constraints on the Higgs boson mass from the top quark and W boson
mass measurements in CDF, DO Run I and the LEP2 experiment (dashed blue line).
Constraints from studies at the Z boson pole (red line) and from a direct search at LEP

(green bands) are also shown. For latest Run II results, see Figure 7.2 in conclusion.
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be radiated in the initial state or the final state.

b

Figure 1.3: Main ¢ production and decay process at the Tevatron

Cases where, from a ¢t pair, one of the two W bosons decays as an electron or a muon
and a neutrino and the other W boson decays as a quark anti-quark pair are labeled as
the “lepton+jets” channel. Relative to the lepton+jets channel, the dilepton channel has
a lower branching ratio (5% of all ¢t decays, excluding 7 lepton cases compared to 31%
for the lepton+jets channel), but it has the advantage that it is less contaminated by

background processes.

1.3 Previous measurements

The combined results from CDF and DO in Run I give a 178.0 & 4.3 GeV/c? top quark
mass (see Figure 1.4). The dilepton result was 167.4 & 10.3(stat) 4 4.8(syst) GeV/c?
for CDF [5]. The lepton+jets channel provides the highest precision measurement, but
the dilepton channel provides an important complement. Indeed, the dilepton result
contributes to a better combined measurement, and provides a statistically independent
cross check.

In the CDF Run II, we have a better detector acceptance and a larger quantity of

data. The statistical uncertainty will therefore be greatly reduced, and important gains
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Mass of the Top Quark

Measurement Miop [GeV/c’]
CDF di-| I 167.4+11.4
DO di-l ® 168.4 + 12.8
CDF I+] o— 176.1+ 7.3
DO I+] —o 180.1 + 5.3
CDF all-j o 186.0 + 11.5

x>/ dof = 2.6/4
TEVATRON Run-| |8 178.0+ 4.3

150 175 200
M, [GeV/c?]

Figure 1.4: CDF and DO Run I measurements of the top quark mass. For latest Run II

results, see Figure 7.1 in conclusion.

can be made by reducing the systematic uncertainty as well. This can be achieved by a

better understanding and tuning of the detector simulation.



Chapter 2

The CDF II experiment

In this chapter, we describe the apparatus used in this measurement in two parts:

e The production and collision of protons and anti-protons by the accelerator chain

at Fermilab

e The CDF detector (described in details in [6]), with an emphasis on the aspects

most relevant to this analysis

2.1 The accelerator

In a series of steps, the Fermilab accelerator chain creates protons and anti-protons, and

accelerates them to provide pp collisions at /s = 1.96 TeV (see Figure 2.1).

2.1.1 Creating 8 GeV protons

The beam creation starts with a negative hydrogen ion gas. First, the Cockcroft-Walton
pre-accelerator uses a DC electrical field to accelerate the H™ ions to 750 KeV. Then, a
linear accelerator, using an AC electrical field, brings the H~ ions to 400 MeV. The H~

ions are stripped of their two electrons to become bare protons. The protons then enter
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FERMILAR'S ACCELERATOR CHAIN

MAIN INJECTOR

£

'l
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! S OURACE
\ OO .
BOOSTER
L

L BN AL

COCHCROFT- WALTOMN

PROTOMN i
-
hmmpreass  Prasss
L L)
ME LI TRIND MESOM —

Figure 2.1: The Fermilab accelerator complex

the Booster synchrotron accelerator, which brings them to 8 GeV using radio frequency

cavities.

2.1.2 The Main Injector

The protons are led from the Booster to another synchrotron, the Main Injector, where
they can be accelerated up to 150 GeV. To create anti-protons, the Main Injector leads
120 GeV protons to a nickel target. Several types of particles are produced from this
interaction, including anti-protons which are selected using a bending magnetic field.
The anti-protons are transferred to the Debuncher, a synchrotron where they are cooled
to 8 GeV to create a more uniform beam. They are then stored in the Accumulator,
a storage ring. When enough anti-protons have been stored, they are sent back to the

Main Injector and accelerated to 150 GeV.



CHAPTER 2. THE CDF Il EXPERIMENT 9

2.1.3 The Tevatron

The protons and anti-protons are then passed to the Tevatron, where they are accelerated
using an AC electric field and kept on a circular trajectory using superconducting dipole
magnets. The Tevatron holds 36 bunches of protons and as many anti-protons. Protons
and anti-protons travel in opposite directions. A series of quadrupole magnets focus the
beam at the interaction points, where a bunch crossing occurs every 396 ns. The center

of mass energy of the collisions is 1.96 TeV.

2.2 The CDF Detector

We reconstruct events in the dilepton channel tf — bbW W~ — bbltl"vi. The visible
signature is two jets, two charged leptons (in the case of a 7 lepton, only its decay prod-
ucts can be observed) and a large missing transverse energy, due to the two undetected
neutrinos (see Section 3.2). In order to measure the top quark mass, the CDF detec-
tor must precisely measure the kinematic quantities and provide the identity of these
particles. The selections are described in Chapter 4.

The coordinate system is defined as follow. x points horizontally outward from the
accelerator, y points straight up and z points in the proton direction. ¢ and r are in
the x-y plane. 6 is the angle from the proton direction and n = —In(tan(8/2)) is the
pseudo-rapidity. Transverse quantities are projections in the x-y plane. For instance,
E; = FEsin(f) denotes the transverse energy and p; = psin(f) denotes the transverse

momentum. A slice of the CDF detector is seen in Figure 2.2.

2.2.1 The tracking system

The CDF tracking system is located nearest the interaction point and comprises (from
outside to inside), the Central Outer Tracker (COT), the Intermediate Silicon Layers

(ISL), and the Silicon Vertex detector (SVX) (see Figure 2.3). The tracking system lies
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Figure 2.2: Schematic view of half the CDF II detector
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Figure 2.3: Schematic view of a quadrant of the CDF tracking system

inside a superconducting solenoid magnet, with length of 2.8 m and radius of 1.5 m. The
coil produces a 1.4 T magnetic field parallel to the beam, curving the charged particle
trajectories. The main purpose of the tracking system is to precisely measure the tra-
jectory and momentum of charged particles. It also plays a role in particle identification
(see Section 4.2.1). Tracking is essential to the reconstruction of the ¢ events signature
in the dilepton channel, as it provides information about the two charged leptons. It is

also useful for the study of charged particles in jets, as we will see in Section 6.1.3.

CcoT

The COT is the main tracking device of the CDF detector. It is a cylindrical drift
chamber consisting of 96 concentric layers subdivided in 8 superlayers of 12 layers each.
The COT is 310 cm long with an inner radius of 44 cm and an outer radius of 132 cm.

It is centred at z = 0 and its angular coverage is |n| < 1.
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In the COT cells, an electric field is established using longitudinal sense wires (anodes)
and field planes (cathodes) strung between two end-plates. The chamber is filled with
an Argon-Ethane 50% : 50% gas mixture.

When charged particles pass through the gas, it creates electron-ion pairs. The electric
field causes the free electrons to drift toward the sense wires. By this motion, the electrons
can gain enough energy to cause secondary ionizations. The resulting electron avalanche
is detected by the sense wire as a pulse. The hit position is determined using the known
drift speed and the measured drift time. Curved by the magnetic field, the charged
particle leaves a helical track of hits.

The drift speed is approximately 50 ym/ns. Given that the maximum drift distance
is 0.88 c¢m, the maximum drift time is below 200 ns. Since a bunch crossings occur every
396 ns, bunch to bunch ambiguity is avoided.

Even numbered superlayers (superlayer 1 being at the inner radius) are axial to the
beam line for measurement of the hit position in the » — ¢ plane. Odd numbered super-
layers are tilted by an alternating stereo angle of +2° for measurement of the hit position
in the r — z plane. The hit resolution is approximately 140 ym. The momentum resolu-
tion of the COT is % ~ 1.5 x 1073 GeV~! x p;. The tracking algorithm is described in

Section 3.1.1.

Silicon detectors

A system of silicon micro-strip detectors is located inside the COT volume. When a
charged particle passes through the semiconductor, it creates electron-hole pairs, analo-
gous to the electron-ion pairs in the COT. The electric field causes the electron and holes
to separate and be detected at the electrodes, giving a signal proportional to the energy
loss of the incident charged particle.

The SVX consists of 5 concentric double sided layers. Each layer is separated in 12

wedges in ¢. It is 89 cm long with the innermost layer at radius of 2.44 ¢cm and the
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outermost layer at radius of 10.6 cm. It is centered at z = 0 and its angular coverage is
In| < 2. For each layer, one side of the double sided chip is for measurement of the hit
position in the r — ¢ plane. On the other side, 3 of the layers have 90° stereo alignment
and the remaining 2 have a 1.2° stereo alignment for measurement of the hit position in

the r — z.

The ISL are additional silicon layers located around the SVX. One layer covers up
to |n| < 1 to provide additional tracking information. Two layers are extended from

1 <|n| < 2 to provide information for the tracks beyond the COT acceptance.

Being located closest to the interaction point, the silicon detector system’s main goal
is to measure the position of the decay vertices. The combined results from the inner
tracking system yields an impact parameter dy * resolution of 40 ym and a z, ' resolution

of 70 pm.

2.2.2 Calorimetry

The CDF calorimeter system is located around the tracking system (see Figure 2.2).
The inner part is designed for electromagnetic energy measurements and comprises the
Central ElectroMagnetic calorimeter (CEM) and the Plug * ElectroMagnetic calorimeter
(PEM). The outer part is designed for hadronic energy measurements and comprises the
Central HAdronic calorimeter (CHA), the Plug HAdronic calorimeter (PHA), and the
Wall HAdronic calorimeter (WHA), which fills a geometric gap between the CHA and
PHA.

The CDF calorimeter system plays an important role in the measurement of the top

quark mass, as it measures the energy of the jets and helps particle identification.

*Distance of closest approach of the track to the primary vertex in the x-y plane
tz position of the point of closest approach
17 Central” designates the region with |n| < 1 and "Plug” designates the forward region 1 < || < 3.6
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Electromagnetic Calorimeter

The electromagnetic calorimeter consists of 23 (22 in the plug) alternating layers of lead
absorber (4.5 mm) and scintillator (4 mm). It is separated into towers pointing toward
the origin.

The electromagnetic calorimeter’s main goal is to precisely measure the energy of elec-
trons and photons. When an incoming electron crosses the absorber, it radiates photons
(mostly through the Bremsstrahlung process). As they interact with the absorber, pho-
tons convert to electron-positron pairs. The resulting shower is detected in scintillators
and converted to a light pulse proportional to the energy of the particles. Wavelength
shifting fibers conduct the light from the scintillators to photomultiplier tubes.

Embedded at the point where electromagnetic showers are maximally developed is
a multi-wire proportional chamber (CES) in the central region and a scintillator strip
detector (PES) in the plug. The CES and PES precisely measures the ¢ — n position of
the shower. They also give information about the shower profile, which is used to identify

electrons and photons.

13.5%
v/ Esin(8)

(where E is in GeV) for the central component and %% = 13%% ® 0.7% (where E is in

The energy resolution of the electromagnetic calorimeter is given by %2 =

GeV) for the plug component.

Hadronic Calorimeter

The hadronic calorimeter consists of 23 (22 in the plug) alternating layers of an iron
absorber (5 cm) and scintillator (6 mm). It is separated into towers pointing toward the
origin.

Its main goal is to precisely measure the energy of hadrons. As the incoming hadron
crosses the absorber, it collides with a nucleus, creating secondary hadrons. Electro-
magnetic processes also contribute to the shower. The energy is measured with the

same system of scintillator, wavelength shifting fibers, and photomultiplier tubes as the
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electromagnetic calorimeter.

The energy resolution of the hadronic calorimeter is given by %% = 75—\/%’ (where E is
in GeV) for the central component and % = % ® 3.8% (where E is in GeV) for the

plug component.

2.2.3 The Muon identification system

Muons are the only charged particles that interact little with the calorimeter. Muon iden-
tification is based on the fact that any charged particle observed beyond the calorimeter
is most likely a muon. Around the calorimeter, and limited to the || < 0.6 region, is the
Central MUon detector (CMU), which consists of 4 layers of single-cell drift chambers.
A 60 cm thick steel absorber surrounds the CMU to further prevent non-muon particles
from reaching the Central Muon uPgrade (CMP). The CMP is a second set of 4 drift
chambers covering the |n| < 0.6 region. The Central Muon eXtension (CMX) also con-
sists of single-cell drift chambers. They are arranged in the shape of a frustum concentric

around the beam in the 0.6 < |n| < 1.0 region.

2.2.4 The trigger system

Bunch crossings occur at a rate of 2.5 MHz (396 ns). The writing of data on tape occurs at
a rate of 75 Hz. Therefore, a fast and efficient trigger system is needed to quickly discard
uninteresting events. For this analysis, the trigger decision is based on the identification
of a high p; charged lepton. The CDF trigger system consists of 3 levels. The purpose
for each level is to reduce the rate enough to avoid dead time in the next level.

Level 1 is a hardware trigger operating at the bunch crossing rate and with an ac-
ceptance rate of 20 kHz. It quickly collects primary information from the detectors. The
eXtra Fast Trigger (XFT) collects hit information from the 4 axial superlayers of the
COT and attempts to reconstruct » — ¢ tracks and to measure their momentum. The

XFT information is relayed to the calorimeter and muon trigger. Energy measurements
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are made in electromagnetic and hadronic trigger towers !. The central electron trigger
requires a track that points toward an electromagnetic cluster. The central muon trigger
requires a track pointing toward a set of hits in the muon chambers. In the case of the
plug electron trigger, only the calorimeter information is used at level 1.

Level 2 is a combined hardware and software trigger with acceptance rate of 350 Hz.
The electron trigger merges the calorimeter trigger towers into clusters and additional
cuts can be imposed. The level 2 trigger imposes no additional requirement for muon
triggering.

Level 3 is a purely software trigger with acceptance rate of 75 Hz. Electrons and
muons can be fully reconstructed using the offline software (see Section 4.2).

The trigger selections for our analysis are described in Section 4.1.

2.3 Monte Carlo simulations

Monte Carlo simulations are a crucial part of the top quark mass measurement. They
are used to model the signal and background processes, which are compared with data
to extract the top quark mass (see Chapter 5).

Monte Carlo production is done in three stages: event generation, detector simulation,
and particle reconstruction.

The event generation randomly creates the production, decay process chain, and
kinematics of the particles. The generation of ¢t events is made using the HERWIG
software [7]. The generation of the background processes is made using the PYTHIA [8],
ALPGEN [9], and HERWIG softwares.

The detector simulation reproduces the interaction of particles with the detector.
The simulation must account for all detector efficiencies so that the Monte Carlo be as

similar to the data as possible. Most detector simulations are made using the GEANT

LCollection of two towers defined by an 7-¢ region
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[10] software package. The calorimeter showering simulation is made using the GFLASH
[11] software.
The particle reconstruction software is the same in data and Monte Carlo, and its

features most relevant to this analysis are described in Chapter 3.



Chapter 3

Particle reconstruction

In this chapter, we discuss how the raw data collected by the CDF detector described in
the previous chapter is transformed into the quantities useful to reconstruct ¢ dilepton

events.

3.1 Charged lepton reconstruction

The dilepton signature requires two charged leptons (electrons, muons, or its decay prod-
ucts in the case of 7 leptons). In this section, we discuss how muons and electrons are

reconstructed. The selections of charged leptons are detailed in Chapter 4.

3.1.1 Central tracking

We reconstruct tracks from hits left by charged particles in the tracking system.
Central tracks are first reconstructed in the COT, and then extrapolated to the inner
tracking system. The first step is to find r — ¢ segments in axial superlayers. The
segments are linked between each of the four axial superlayers to form a full r — ¢
track. Independently, segments are formed in the stereo superlayers. Stereo superlayer

segments are matched to the axial segments to obtain a complete 3 dimensional COT

18



CHAPTER 3. PARTICLE RECONSTRUCTION 19

track. The COT tracks are then projected to the inner tracking system to find hits that
are consistent with the extrapolated trajectory. From the curvature of the tracks, caused

by the magnetic field, we can extract the momentum of the track.

3.1.2 Central electron reconstruction

Electrons deposit most of their energy in the electromagnetic part of the calorimeter.
Clusters are formed from two or three CEM towers. We have an electron candidate when
an EM cluster matches an extrapolated COT track trajectory. After identification, we
extract the electron energy from its electromagnetic cluster. The direction of the electron

is taken from its track.

3.1.3 Muon reconstruction

For this analysis, we only use central region muons (|n| < 1). In the muon drift chambers,
we reconstruct stubs, which are sets of 3 or 4 hits. To obtain muon candidates, stubs
are extrapolated to be matched with COT tracks. After identification, we extract the

muon’s momentum from its track only.

3.1.4 Plug Electron reconstruction

Tracks in the || > 1 region don’t pass through all 8 superlayers of the COT . For this
reason, we start with an electromagnetic cluster in the PEM. The energy of the cluster
gives us information about the magnitude of the curvature of the particle. A precise
measurement, of the cluster position is made in the PES. Supposing that the electron
originates from the 3-D primary vertex, we have all the information needed to define a
helix, but with a sign ambiguity. For each charge possibility, the helix is extrapolated to
the silicon detectors for matching with silicon hits. If no match is found, we have no plug

electron candidate. If one helix is matched, we have a plug electron candidate. If both
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helices are matched, the one with the best x? fit is kept as a plug electron candidate.

3.2 Missing transverse energy

Since the momentum of the pp system is in the z direction, the sum of its collision
products should have no perpendicular momentum component. However, when this is
not the case, it means that the detector did not accurately measure some of the energy.
It can be due to a particle passing outside the detector acceptance, detector inefficiencies
or inaccuracies, or the presence of neutrinos, which don’t interact with the detector. The
missing transverse energy is measured from the energy and 7 position of each calorimeter
tower. It is defined as £,= - 3.7""*" E;sin6,. It measures the energy that was missed
by the detector, given a balanced collision. In the dilepton channel case, the missing

transverse energy ideally gives us information about the energy of the two neutrinos

which were not detected.

3.3 Jet reconstruction and energy scaling

Strongly interacting particles produce jets of hadrons and other particles through frag-

mentation. The calorimeter system measures the energy of the jets.

3.3.1 Jet reconstruction

Energy is measured in the calorimeter towers. The jet reconstruction algorithm JET-
CLU [12] starts by selecting “seed towers” defined as calorimeter towers with F; > 1
GeV. The sum of the electromagnetic and hadronic components of that tower is used

to calculate its energy. A cluster is defined as the group of towers within a cone of

AR = y/(neentre — power)2 4 (geentre — glower)2 < (.4 around the geometrical centre of

the tower. The jet transverse energy is the sum of the transverse energy in all the towers
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in the cluster. The centroid of the cluster represents the direction in 7 and ¢ of the clus-
ter. It is calculated as the weighted average of the energy over all towers in the cluster
in ¢ and n. From this centroid is created a new cluster and this process is iterated until

the centroid is stable.

3.3.2 The jet energy corrections

Due to several effects, the measured jet energy in the calorimeter doesn’t reflect the true
energy of the jets. In this section, we describe each of these effects, and the correction
applied to obtain the true energy [13]. Apart from the relative correction, each correction
is applied to the data and Monte Carlo separately. The systematic difference between

the simulation of each of these effects will be discussed in Section 6.1.

71 relative correction

The calorimeter response is not uniform in 7. This is mainly due to the gaps between
sections of the central calorimeter at 7 = 0 and where the central and plug calorimeters
join at n ~ 1.1. The relative correction aims at calibrating the jet energy to that of the
central region, but apart from the central gap, in a region defined by: 0.2 < |n| < 0.6.
We select events where we have two jets back-to-back in ¢, at least one of the two being
in the 0.2 < |n| < 0.6 region ("trigger jet”). When both jets are in the central region,
the trigger jet is selected randomly. The second jet (”probe jet”) is studied as a function
of n. The correction factor is the ratio of the P, of the probe jet and the trigger jet.
This process is repeated separately for data and Monte Carlo. Figure 3.1 shows the

correction as a function of 7.

Multiple interactions correction

With the high luminosity at the Tevatron, it often occurs that we have more than one pp

interaction in a bunch crossing. The particles produced in these secondary interactions
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can fall in our jet reconstruction cone and contaminate our energy measurement.

The average transverse energy that falls in the jet reconstruction cone, as a function
of the number of vertices, is calculated using minimum bias data events. A reconstruction
cone is randomly selected centered in the central region 0.2 < |n| < 0.6. Figure 3.2 shows
the average transverse energy in the cone as a function of the number of vertices. The
multiple interactions correction consists of subtracting this energy from the jet energy in

each of the reconstructed jets.
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Figure 3.2: Average transverse energy that falls in a cone of Rj,; = 0.4 as a function
of the number of vertices in minimum bias data. A linear fit is shown. Jet energies are

corrected by substracting this value as a function of the number of vertices.
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Absolute jet energy scale correction

When a hadron interacts with the calorimeter, the nuclear collision is inelastic, and some
energy is lost. This occurs at every step of the ensuing hadronic shower. As a result,
the energy in the calorimeter is lower than the true energy of the incoming hadron.
For single particles, this discrepancy is not linear with the energy. For this reason, the
fragmentation of jets to multiple particles will affect the calorimeter response to jets.
The correction factor is calculated using Monte Carlo PYTHIA simulations, by com-

paring the sum of the transverse energy of the generated particles that fall in the jet

cone pZAP with the simulated calorimeter measurement p7®7. The correction factor,
Caps = pEAP /pJET  is parameterized as a function of p/ET. This way, we obtain, on

average, the true energy in the jet reconstruction cone.

Figure 3.3 shows the absolute jet energy correction factor as a function of the measured

jet pr.

Underlying event correction

Within a pp collision where a hard interaction of interest occurs, spectator quarks can
interact with each other. The products of these interactions can end up in the jet recon-
struction cone, increasing the measured jet energy artificially. To measure this effect, we
use minimum bias data, in the same way as the multiple interactions correction, but for
cases where we detect exactly one decay vertex. The underlying event correction is mea-
sured to be 0.6 GeV (this correction is applied after the absolute jet energy correction,

hence the discrepancy with Figure 3.2).

Out-of-cone correction

A fraction of the jet energy can be moved away transversely from the jet center and

fall outside the jet cone. Particles can exit the cone in the case of final state radiation
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or during the fragmentation process. In addition, low p; charged particles can be bent
away from the jet cone. The out-of-cone correction aims at accounting for the energy
lost outside the jet reconstruction cone.

The correction factor is calculated using Monte Carlo PYTHIA simulations, by com-
paring the measured jet energy (with all the previous corrections applied) with that of

the generated quark. Figure 3.4 shows the out-of-cone correction as a function of jet P;.
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Chapter 4

Event Selections

In this chapter, we discuss the ¢¢ candidates selection and the expected signal and back-
ground yields. We first describe the trigger selections, which are applied during data
taking, and then the offline selections, which follow the full reconstruction described in

Chapter 3.

4.1 The trigger selections

Events of interest are first selected at the trigger level. The trigger requirement for this
analysis is the identification of a high p; electron or muon. The electron can be in the

central region or in the plug region. We only accept muons in the central region.

4.1.1 High p; central electron trigger

At level 1, the high p, central electron trigger requires a calorimeter trigger tower with
E; > 8 GeV. The ratio of the energy deposited in the hadronic and electromagnetic
portions of the calorimeter is selected at Epuq/Fem < 0.125. One XFT track with
pr > 8 GeV/c must be pointing at the tower. At level 2, we require a cluster with

E; > 16GeV and the XFT tracks with p; > 8 GeV/c must be matched to the seed

27
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tower of the cluster. At level 3, we require a cluster with F;, > 18 GeV and a fully
reconstructed 3-D track with p; > 9 GeV/c pointing at the cluster.

The central electron trigger efficiency is dominated by the XF'T efficiency. We mea-
sure the XF'T efficiency for electrons using a trigger that selects events consistent with
a W boson decaying to an electron and a neutrino, that is with large missing F; and an
electromagnetic calorimeter cluster. However, the electromagnetic cluster is not necessar-
ily matched with a track at trigger level. The observation of a matching track indicates
that the XFT successfully reconstructed the track. Using the electron E, distribution
from PYTHIA simulated ¢ events, we obtain a weighted average central electron trigger

efficiency of 98.6%.

4.1.2 High p; central muon trigger

At level 1, the high p; central muon trigger requires hits with arrival time within 124 ns
in the CMUP (CMU+CMP) or CMX. These hits must be matched with a XFT track
with py > 8 GeV/c. At level 3, we require a fully reconstructed 3-D track with p, > 18
GeV/c matched to the muon detector stub.

The muon trigger efficiency is measured using Z — ptp~ events, where we trigger
on the first muon and check if we triggered on the second muon as well. The first muon
must be fully identified at trigger level, while the second one might just be an oppositely
charged stubless track. The invariant mass of the two must be consistent with the Z
mass hypothesis. By comparing the number of cases where we have two identified muons

at trigger level to the number of cases where we have only one, we can extract the muon

trigger efficiency. We measure 90.8% in the CMUP and 96.5% in the CMX.

4.1.3 High p; plug electron trigger

At level 1, the high p; plug electron trigger requires a calorimeter trigger tower with

E;, > 8 GeV and Ejuq/E.m < 0.125. To cut the background rate, we require ET> 15
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GeV. At level 2, we require a cluster with F; > 20 GeV in the 1.1 < |n| < 3.6 region.

At level 3, we require £,.> 20 GeV.

The main plug electron trigger inefficiency comes from the level 2 E;, > 20 GeV
requirement. We compare the events obtained with a trigger path that applies the same
trigger requirement, except for the level 2 calorimeter cluster. The efficiency of the level
1 £.> 15 GeV cut was also studied, using Monte Carlo #f dilepton events to ensure
we account for the effect that the second lepton (especially if it is a muon) will have on
the £,.. We select plug electron candidates passing all cuts and count how many have

uncorrected £,> 15 GeV. The overall efficiency of the plug electron trigger is 94.5%.

4.2 Offline selections

In the ¢t dilepton channel, the signature consists of two high E; jets, two charged leptons
(electron or muon) and large E,corresponding to the undetected neutrinos. In cases
where we have 7 lepton, we can use a charged particle originating from its decay. The
strategy consists of identifying one of the leptons and, for the second one, requiring only a
well measured and isolated high p; track. This increases the chance of accepting 7 lepton
events, since their decay can be hadronic. Finally, a series of cuts reduce the possibility

that the presence of F_ was due to a mis-measurement.

4.2.1 Charged Lepton identification

The event selection starts with the identification of a high p; charged lepton. We first
look for central electrons, then for muons in the CMUP, then for muons in the CMX, and
finally for plug electrons. After a charged lepton is selected, some criteria are applied

regarding its direction relative to the £_ (see Section 4.2.4).



CHAPTER 4. EVENT SELECTIONS 30

Central electron selection

After full reconstruction, the following criteria are used to select a central electron can-

didate:

o Cluster F;, > 20 GeV

e Track p, > 10 GeV/c

e Calorimeter energy in cone of 0.4 around the lepton must be less than 10% of the

energy of the lepton

e v — ete™ are reconstructed and rejected

e Cluster energy over track momentum F/p < 2.0 (applied for E; < 50 GeV only)

e Track |z < 60 cm

e Ehnui/Eem < 0.055 + 0.00045 x E where E is in GeV

Ei towers (Ml _Pi)
\/(0'14 Vv EEM)2+21 towers (AP1)2

netic shower profiles measured in test beams. Where:

e Lateral shower sharing 0.14 < 0.2 based on electromag-

Sums are over towers in the EM cluster adjacent to the seed tower.
M, is the measured energy (GeV).
P; is the predicted energy (GeV).
Eg is the total energy (GeV) in the cluster.
e The position of the electromagnetic cluster measured in the CES must match the

track extrapolation within —3.0 cm < track charge x Az < 1.5 cm where x is de-

fined in the r — ¢ plane. The asymmetry of this cut is to account for bremsstrahlung.

o |Az(track, cluster)| < 3 cm.
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e COT track quality: >= 3 axial segments and >= 2 stereo segments with more

than 5 hits each.

Using Z events, the central electron reconstruction efficiency is calculated to be 81.24+0.4%

in data and 81.5+ 0.1 % in Monte Carlo [14].

Central muon selection

After full reconstruction, the following criteria are used to select a central muon candi-

date:
e Track p, > 20 GeV/c
e Track |z| < 60 cm

e Calorimeter transverse energy in cone of 0.4 around the candidate must be less

than 10% of its p;
e Fpug < 6 + maz(0,0.028 x (p — 100)) GeV, where p is in GeV/c
e Foy < 2+ max(0,0.0115 x (p — 100)) GeV, where p is in GeV/c

e Track |dy| < 0.02 cm if track has silicon hits. Track |dy| < 0.2 cm if track has no

silicon hits.

e The position of the stub in the muon detection system must match the track ex-
trapolation in r — ¢ within |[Az| < 3 ¢m for CMU stubs, within |Az| < 5 cm for

CMP stubs, and within |Az| < 6 cm in the case of a CMX stub.

e Cot track quality: >= 3 axial segments and >= 2 stereo segments with more than

5 hits each.

e Track x? probability (efficiency of ~ 93%)
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Using Z events, the CMUP reconstruction efficiency (excluding the track x? probability
cut) is calculated to be 87.1 + 0.6 % in data and 92.1 + 0.1% in Monte Carlo. The
CMX reconstruction efficiency (excluding the track x? probability cut) is calculated to
be 93.2 + 0.6 % in data and 92.3 £ 0.1 % in Monte Carlo [15].

Plug electron selection

After full reconstruction, the following criteria are used to select a plug electron candidate:

o Cluster E;, > 20 GeV

e Calorimeter energy in cone of 0.4 around the lepton must be less than 10% of the

energy of the lepton

e Silicon track |zp] < 60 cm

e At least 3 silicon hits.

® Eh,ad/Eem < 0.05.

e Electromagnetic shower profile corresponds to shape observed in plug test beam

data.

e 1.2 < |n| < 2.0.

e Ratio of the sum of the energy in the 5 central PES strips of the cluster divided by

the 9 strips of the cluster > 0.65.

e AR(PES,PEM) < 3.0.

Using Z events, the central electron reconstruction efficiency is calculated to be 72.8+0.7%

in data and 76.7 + 0.1 % in Monte Carlo [14].
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4.2.2 Isolated track selection

After full reconstruction, the following criteria are used to select the isolated track can-

didate:
e > 24 axial COT hits
e > 20 stereo COT hits

e track p; > 20 GeV/c

o Isolation: fipT < 0.9 where > pr is over tracks within a cone of 0.4, excluding

the candidate

4.2.3 Jet selection

For the event selection, jets are corrected with the relative corrections, the multiple
interactions, and the absolute jet energy scale, described in Section 3.3.2. We require
two jets with |n| < 2.0 and E; > 20 GeV. We also require the lepton and the isolated
track to be outside the jet cones (0.4).

After an event is accepted, we re-correct the jets using all the corrections described

in Section 3.3.2.

4.2.4 F_selection

The F,is a calorimeter measurement of the sum of the transverse energies of the two un-
detected neutrinos. It is important that we use all the information available to minimize
the effect of any £_mis-measurement. For instance, if the selected lepton is a muon, £_is
corrected using its track p;. The missing FE; is also corrected using all the other tracks in
the event, accounting for the difference between the track p; and a corresponding 3 x 3
block of calorimeter towers. The F_.is also recalculated to account for the corrected jet

energies.
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We select events with £_.> 25 GeV. When the invariant mass of the lepton candi-
date and the isolated track is within 15 GeV of the Z mass, we require £_.> 40 GeV.
This is to further cut the Drell-Yan background events (see Section 4.5), which feature
instrumentally induced £,..

Measures are taken to reject cases of “fake” E_due to the mis-measurement of one of
the leptons. For instance, when a lepton points within 5° of the £, we take the next
one and start the algorithm from the beginning. When an isolated track is parallel or
anti-parallel within 5° with the £, we also start from the beginning with the next lepton
hypothesis. We iterate on all identified leptons until all criteria are satisfied or the event
is rejected.

After an event was accepted, we re-correct the K _to account for all jet corrections

described in Section 3.3.2.

4.3 Selection due to reconstruction method

An additional selection is related to the top quark mass reconstruction method, the
Neutrino Weighting Algorithm (NWA), which is described in Section 5.1. Events where
the Neutrino Weighting Algorithm fails to solve for the two neutrinos’ 4-momenta are

rejected.

4.4 Signal estimates

To estimate the signal yield, we assume a tt production cross section of 6.1 pb, which
is the theoretical value [16] corresponding to the top quark mass world average of 178
GeV/c? from Run I. Using PYTHIA ¢t events, the efficiency times acceptance is estimated
to be 0.89 & 0.06 %. Though the event selection is optimized to accept ¢t events where
both W bosons decayed to an electron or a muon with their corresponding neutrinos,

dilepton events where one or both of the W bosons decayed to a 7 lepton also contribute
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to the signal. A priori, we obtain an expected mean number of signal of 19.4 + 1.4 events
[17]. This number is used to study the top quark mass reconstruction method as an input
value of pseudo-experiments (see Section 5.5). It is not used to extract the top quark

mass from the data.

4.5 Background estimates

Background in the ¢t dilepton channel is expected from three main sources [18]:

e Drell-Yan decays: Z/y — (¢~ ({ = e, pu, or 7). In the Drell-Yan background,
no neutrino is produced. Therefore, very few of these should pass the £_cut.
However, we can have false £, due to the mis-measurement of one or more objects
in the event. To estimate the number of Drell-Yan events, we use data events for
which the invariant mass of an identified lepton and an isolated track falls in the Z
mass window 76 GeV/c?2 < M < 106 GeV/c2. We take events with £.> 40 GeV
to estimate the number of Drell-Yan events inside the Z mass window, and we use
events with £.> 25 GeV to estimate the number Drell-Yan events outside the Z
mass window. The latter is corrected with the ratio of events outside to inside the
7 mass window, which is calculated using Monte Carlo. To increase the statistics,
the selection is loosened and we accept events with any number of jets, for which
we correct at the end. We estimate and subtract the number of non Drell-Yan
events in this sample using Monte Carlo and the #¢ theoretical cross section. To
minimize any bias caused by using the ¢f cross section in its own measurement, we
recalculate the Drell-Yan yield using the final measured value, and iterate until we

have a convergence.

e Diboson production: In these cases, we have a production of WW, WZ and
Z 7, which then decay mimicking the ¢t dilepton signature. Using PYTHIA events,

the acceptance times efficiency is estimated to be 0.028 4= 0.006 %.
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Background | Expected number | Combined uncertainty
Z|y—ete” 5.1
Z]y— utu~ 1.1 3.3
Z|y—1tr 2.1
Fakes 3.9 1.2
WWwW 1.4
wWZz 0.4 0.4
YA 0.1
Total 14.1 3.5

Table 4.1: Expected event yields for 359 pb ! from back-
ground sources after event selection and application of the NWA

method.

o “Fakes”: “Fakes” are events that are selected due to a jet being misidentified as
a lepton (usually the isolated track). They usually arise from W + jets events.
The first step in evaluating the frequency of this happening is to estimate the
“fake rate”, which is the probability that a jet looks like an isolated track. The
denominator is the list of all jets and the numerator is the number of jets which
match with the extrapolation of an isolated track in n and ¢. The fake rate varies
from ~ 0.1% at jet E; = 10 GeV to ~ 0.5% at jet E; = 100 GeV. To estimate the
number of fake events, we look at W + jets data. We don’t apply the isolated track
selection, but instead require 3 jets. Using the fake rate as a function of jet E, and

¢, we estimate the number of fake events.

The expected event yields for these background modes after selection and NWA pro-

cessing are shown in Table 4.1. A more detailed description of how the background
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estimates were obtained can be found in [17], which however exclude the NWA selection

(see Section 5.1).



Chapter 5

Top Quark Mass Measurement

In this chapter, we discuss how the top quark mass is reconstructed for each selected
event. We also discuss how the likelihood function extracts the most probable top quark
mass from a set of events by comparing it to signal and background templates. Before
extracting the top quark mass from the data, we describe the series of pseudo-experiment

tests that were performed to ensure that the method is unbiased.

5.1 tt dilepton reconstruction

b

Figure 5.1: Main ¢t production and decay process at the Tevatron

To directly reconstruct the top quark mass in the ¢ channel, we need the values of

38
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the 4-momenta of all the six decay products, that is 24 values. We measure 14 values in

the detector:

e 3-momenta of two jets (6 values)

e 3-momenta of two charged leptons (6 values)

e Missing transverse energy in z and y (2 values)
We can also make the following assumptions:

e If we make the hypothesis that we are indeed observing the ¢t dilepton signature,

we can deduce the nature, and therefore the masses of the 6 particles (6 values).

e For the two W bosons, we can constrain the invariant mass of its decay products

to equal the known W boson mass (2 values).

e Similarly, we can constrain the invariant mass of the top and anti-top decay prod-

ucts to equal each other (1 value).

Despite the assumptions made, because we don’t detect the two neutrinos, we still
only have 23 of the 24 values needed to directly reconstruct the top quark mass.

The strategy used to solve this under-constrained problem and to obtain the top
quark mass with the information available is the Neutrino Weighting Algorithm (NWA)
[19].

5.2 Neutrino Weighting Algorithm

The first step in the NWA method consists in assigning a top quark mass hypothesis from
80 GeV/c? to 380 GeV/c? with increments of 1 GeV /c?. We also make a hypothesis of the
7n direction of the two neutrinos, scanning from 7 = —3 to n = 3 with increments of 0.1.

Meanwhile, we set the £ measurement in z and y aside and reserve it to assign a weight
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to each top quark mass and neutrino 7 configuration hypothesis. With these additional
assumptions, we can solve the event kinematics for the 4-vectors of the two neutrinos
and assign a weight to this top quark mass hypothesis depending on how consistent it is
with the measured ..

In detail, the algorithm works as follows. Assuming we know the correct lepton-jet
pairing (¢« jet), my,, m; and using b, £ and v for the 4-vectors of the b-quark, the lepton

and the neutrino, respectively, so that:
C+v)y?=my , (b+€+v)’=m]

we can write for the neutrino side [20][21]:

B = 2bv = m;—mj, —mj; — 2bl (5.1)
L=2v = mj—m;—m2 (5.2)
R

where we have used m, =0. We thus have two equations with three unknowns (P,, P,

P,). We then assume we know the neutrino 1 and write its 4-vector as:
v = (P, Py, P, E) = (Prcos¢, Prsing, Prsinhn, Prcoshn) (5.3)

This allows us to solve Equations 5.1 and 5.2 for B and L simultaneously and get ¢ from
a quadratic equation; sometimes we get two and sometimes we get no solutions. We then
use L to get the Pr for each ¢ solution and we end up with two or no possible neutrino

4-vectors. Using for the 4-vectors of the b and the lepton:
_ b pb pb b
b = (P,P),P,,E)
_ ¢ pt pl gt
¢ = (P,P,P,,E)
we get:

B =2bv = 2P;(E’coshn — Plcos¢ — P;sinqﬁ — Plsinhn) (5.4)

L =20v = 2Pp(E‘coshn — Ptcos¢ — P;sin¢ — P’sinhn) (5.5)
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which can be solved simultaneously for ¢:

=+ 1
B = cos(d— a) = ¢ =a+arccosf (|8 <1) (5.6)

“no ¢ solutions” (|8 > 1)

where:
LP®— BP*
_ y y
fane = 7oy~ Bpt 1)
8= (LE® — BEf)coshn — (Lsz - BPf)sinhn (5.8)

\/ (LPY — BPY)? 4 (LP? — BP?)?
We repeat the above steps for the antineutrino side and we thus have either no simul-
taneous solutions or up to four pairs of neutrino-antineutrino 4-vectors (v, 7). Each
solution gets a different weight (w; for the i** solution) based on how consistent it is with
the measured Fr:

(B. — Py — Py)?

2
20%

(£, — Py - P))*

2
20y

w; = exp(— ) - exp(— ) (5.9)

where o, and o, are the resolutions on the J, and /£, measurements, respectively. The
value of the o, and o, has been determined by comparing the simulated F_to the gen-
erated neutrinos in ¢ Monte Carlo. Figure 5.2 shows the distribution of the difference
between the £ measurement to the sum of the true neutrino E;. We take a constant
resolution of 15 GeV. To ensure that this choice causes no bias, we doubled it and halved
it, and saw a negligible difference in the reconstructed top quark mass (see Section 6.5).

Given the assumed top quark mass and the neutrino 7 values, any of the four solution

pairs (v, ©) could have occurred in nature. We therefore add up the four weights:

4
w(mt7 M, Mo, f * ]et) = sz (510)
i=1

Since we have not measured the neutrino 7n’s, we loop over all possible (7,,7;) pairs.

Based on the neutrino 7 distributions from Monte Carlo generation (see Figure 5.3),
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Figure 5.2: Difference between the simulated £,and the added E; of the two generated

neutrinos. A fitted Gaussian is shown.

each pair is assigned a probability of occurrence P(7,,7;), which is taken into account

when summing the weights of all the possible (7,,7;) pairs:

w(my, £ * jet) = Z P(ny,m5) - w(myg, ny, N, £ x jet) (5.11)

M Mo

The last source of ambiguity arises from the fact that we do not distinguish b jets
from b jets and thus the correct pairing of leptons and jets is unknown. So, the problem
is solved with both possible lepton-jet pairings and the two resulting weights are added
up. Therefore, the final weight is only a function of the top quark mass, with all other

unknowns integrated out:
W(my) = Z w(my, £ * jet) (5.12)
Uxjet

We use an input W boson mass of 80.5 GeV/c? [22]. We studied the effect of the
choice of W boson mass value and found that it has a negligible effect on the top quark

mass determination.
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Figure 5.3: 7 distribution of the two neutrinos from ¢t dilepton Monte Carlo events (top

left and right). The correlation between the two is also shown (bottom left).

From the weight distribution, we tried three methods to extract a top quark mass

most representative of the distribution:

e The most probable top quark mass

e The median of the distribution

e We select the region defined by the half maximum of the most probable top quark

mass peak and calculate the mean within that region.

The three methods gave the same precision on the final top quark mass measurement.

For simplicity, we used the most probable top quark mass of the distribution.
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5.3 Mass template construction

We apply the above NWA procedure to Monte Carlo dilepton signal and background sam-
ples to form template distributions for each sample. These templates are parameterized
to build probability density functions which describe the probability of reconstructing a

certain top quark mass given a signal or background sample.

5.3.1 Signal templates

To model the signal, we use 31 HERWIG ¢t samples with generated top quark masses
ranging from 130 to 230 GeV/c?. After event selection, we build signal templates using
the most probable top quark mass of each event. The templates are fitted with a 6-
parameter function. Each of the 6 parameters «; is constrained to be linearly dependent
on the input top quark mass such that we perform a 12 parameter p; fit on all templates
at the same time: i.e., a; = p; + Pirs(M — 175 GeV/c?). The fitting function, which
represents the probability of observing a reconstructed top quark mass m if the true top
quark mass is M, is the addition of a Gaussian and the integrand of the Gamma function
[23]:

Pigna(m; M) = a5 (m — ap)® exp (—az(m — o)) (5.13)

1 (m — az)?
exp { — T
o\ 2T g

This probability distribution function, though arbitrary, is a smooth parameterization
of our signal templates as a function of the true top quark mass. Figure 5.4, 5.5, and
5.6 show the signal templates for several generated top quark masses with the overlaid

parametrization.
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Figure 5.4: Example signal templates constructed from the
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blue, while the generated sample mass is indicated by the verti-

cal red line.
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5.3.2 Background template

We must also model the background processes (described in Section 4.5) in order to
disentangle them from the signal. To model the Drell-Yan background, we use PYTHIA
generated events. The “fake” background is modeled with ALPGEN+HERWIG events
generated with three jets and one W boson decaying leptonically. Therefore, to pass
the event selections, one of the jets must fake a lepton. The diboson samples are also
generated with ALPGEN+HERWIG.

Background templates from each source are built in the same way as signal templates.
We create one combined background template by adding the individual templates from
each background source according to their expected yields (see Table 4.1). We obtain a
background probability distribution function by fitting the combined background shape

to the following 6 parameter (p;) function:

Pbackground (m) = D5 ) (m - pO)p1 €xp (_pQ (m - pO)) (514)

F(l + p1

- e ()

which is similar to that for the signal, but independent of true top quark mass M.

Figure 5.7 shows the main background templates and 5.8 shows the combined background

template with the overlaid parametrization.

5.4 The likelihood function

The last step in the determination of a final top quark mass from the data sample is to
perform a likelihood minimization. The role of the likelihood function described here is
to find the probability that our data are described by a certain admixture of background
events and dilepton ¢f decays with a certain top quark mass. By minimizing the likelihood
function, we find the most likely top quark mass given the set of measurements made.

At the individual event level, we assign a probability that each event 7 is signal and
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a probability that it is background. The signal probability is assigned by comparing the
top quark mass values obtained from the data to the template signal distributions, each
made with a different generated top quark mass (Figures 5.4 and 5.5). The background
probability is derived from a similar comparison with the single template of the combined
background shape (Figure 5.8). The number of background events is constrained to
the aprior: background estimate with a Gaussian, while the total number of events

is constrained to the observed number of events with a Poisson term. The likelihood

becomes:
L(Mtop) = Lshape(Mtop) X Enb (515)
where,
~e ) (g + 1) 1T 13 Paig (s Muog) + s Py(ms)
€ Ng Ny NI g59\ 15, 0 Ny L p\11;
L shape(Miop) = i ] - t—:n (5.16)
. i=1 s b
and
(s )
—Int,, = 20%() (5.17)
Here:

® M, is the unknown true top quark mass

e n, is the likelihood-estimated number of signal events

e 7, is the likelihood-estimated number of background events

e 1" is the a priori estimated background, with uncertainty o,
e NV is the total number of events in our sample

e m; is the reconstructed top quark mass for the i** event

o Pyig(m;; M) is the probability that the measurement m; is signal with top quark

mass My, (from Equation 5.13)
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e Py(m;) is the probability that the measurement m; is background (from Equation

5.14)

The top quark mass which minimizes —In(L) is retained. At this stage, the best esti-
mate of the statistical uncertainty is the difference between this mass and the mass at

—In(Lmaz) + 0.5.

5.5 Method check with pseudo-experiment tests

5.5.1 Linearity check

For each ¢t sample with generated top quark mass between 130 GeV /c? to 230 GeV /c?, we
perform 10000 pseudo-experiments, randomly generating events according to the tem-
plate distributions (see Figures 5.4 and 5.5). The expected number of signal is fluctuated
following a Poisson distribution around the central value of 19.4, to simulate statistical
fluctuations.

The signal is mixed with background, randomly drawing events from the combined
background template (see Figure 5.8). The expected number of background events, 14.1
+ 3.5 is first fluctuated following a Gaussian distribution with sigma of 3.5 to account
for the uncertainty in the evaluation of the background estimation. Then, this Gaussian
fluctuated number is fluctuated following a Poisson distribution to simulate statistical
fluctuations.

The likelihood machinery, described in the previous section, gives a reconstructed
top quark mass from each pseudo-experiment. As seen in Figure 5.9, the output (NWA
reconstructed) top quark mass traces the input (generated) top quark mass linearly
within uncertainty. The difference with a y = x line can be better observed in Figure
5.10, where we see the offset between the reconstructed mass and the generated mass.

The discrepancies, though small compared to our statistical uncertainties, which can be
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seen in Figure 5.11 as a function of the generated top quark mass, are corrected for once

we obtain a data result (see Section 5.6).

5.5.2 “Pull” distributions

We define the “pull” of a variable as the difference between the reconstructed value and
the generated value of the variable, normalized by dividing by the estimated uncertainty

of the reconstructed value. The top quark mass “pull” distributions are made by taking

N
=
o

Fitted mean at 175: 174.44 +/- 0.24
Mean slope: 1.017 +/- 0.013
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Figure 5.9: The median and mean of the output (reconstructed)
top quark mass as a function of the input (generated) top
quark mass. For each input top quark mass, 10000 pseudo-
experiments with 19.4 + 1.4 signal and 14.1 £ 3.5 background
events are constructed. The likelihood machinery gives a recon-

structed top quark mass for each pseudo-experiment.
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the difference between the reconstructed mass and the generated mass in each pseudo-
experiment divided by the average of the superior and inferior statistical uncertainty

[4

taken from the top quark mass at —In(L.s) + 0.5. Example of the “pull” distributions
can be seen in Figures 5.12 and 5.13, and a summary of the mean and sigma of the
“pulls” can be seen in Figure 5.14. The “pull” mean is generally consistent with 0 except

for a fluctuation at M, = 155 GeV/c?. The “pull” sigma is consistent with 1 above
Mo, = 175 GeV/c? but consistently higher than 1 below M,,, = 175 GeV/c?

The cause of these “pull” sigmas being larger than 1 has been studied. We found that
it is due to a discrepancy between the templates and their parametrization. We found

that, if we draw events directly from the parametrized probability density functions

_llllllIIII|IIII|IIIl|i_‘IIII|IIII|IIII|IIII|IIII|II

150 160 170 180 190 200 210 ,
Input Mass (GeV/c")

Figure 5.10: Average mass offset (reconstructed mass - gener-
ated mass) as a function of the generated top quark mass. The
uncertainties shown are correlated, because of the common un-

certainty due to the limited background template statistics.
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(blue curves in Figures 5.4, 5.5, and 5.8), we obtain “pulls” consistent with sigma = 1.
Nevertheless, this shows an underestimation of the statistical uncertainty, which will be

addressed based on the obtained top quark mass value in data (see Section 5.6).

Now that we studied the consistency and robustness of the method using Monte Carlo
of known generated masses, we will, in the next section, verify this consistency further

with blinded samples.

5.5.3 Blinded sample tests

Before looking at the data, we analysed five blinded Monte Carlo samples. These con-
tained #t signal with unknown randomly generated top quark input masses mixed with
background events. They were generated by the members of the CDF top mass group
who are not directly involved in this analysis to determine if any bias is present in the
reconstruction method. We ran pseudo-experiments on those samples to extract the top
quark mass. Table 5.1 shows the difference between the obtained mass and the true
generated mass. Four points are within 1 ¢ and one is at 1.1 o. Satisfied with this result,

we proceeded to analyse the data sample.

Generator (mass fitted — Massyye)/(GeV/c?)
HERWIG sample 1 +0.8+0.8
HERWIG sample 2 +0.2+0.8
HERWIG sample 3 +0.44+0.8
PYTHIA sample 1 —-0.5+0.8
PYTHIA sample 2 —-0.9+0.8

Table 5.1: Results from tests on blinded samples
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5.6 Data result

We have 46 events passing the selection cuts in our 359 pb~! of CDF II data. 30 of
those events have an identified central electron. Of those which don’t have an identified
electron, 14 have an identified central muon. The remaining 2 have an identified plug
electron. Of the 46 events, 45 have a solution with the NWA method.

We select from each event the most probable top quark mass (shown in Figures
5.17-5.19). We use the Gaussian background constraint of 14.1 £+ 3.5 events as the
input parameters of the likelihood function (Equation 5.15). Applying the likelihood

minimization procedure described above, we measure a top quark mass of 170.7 GeV /c?.

%)
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=
o

Likelihood vs top mass
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Figure 5.15: Reconstructed top quark mass for the 45 NWA-
solved data events (histogram) and the fitted signal and back-
ground distribution functions (curves). The likelihood function

is also shown (top right).
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Figure 5.16: Comparison of the observed statistical uncertainties
(arrows) from the 45 data events with the statistical uncertainty
predicted by Monte Carlo using the 170 GeV/c? signal and for
which the total number of events fluctuated to 45. 9% of pseudo-
experiments give a better statistical uncertainty than the one

obtained in data.

Figure 5.15 shows the reconstructed top quark mass and the likelihood function. By
taking the width at —in(Lyee) + 0.5, we get a statistical uncertainty of +6.5 and —6.2
GeV/c2.

The mean of the “pull” distribution is close to 0 around the obtained mass (see Figure
5.14), and the size of the offset (see Figure 5.10) is much smaller than the obtained
statistical uncertainty. However, there is still a small negative bias in the central value
of the reconstructed top quark mass. As seen in Figure 5.10, in the M,,, < 160 GeV/c?
region, the bias is between 1 and 2 GeV/c?. This is due to the fact that the background

is easily confused with the signal in that region. Indeed, if we reduce the background to
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a negligible level, this discrepancy is not observed. We study the region where we found
the top quark mass M;,, > 160 GeV/c? separately. The flat distribution in that region,
when fitted with a line, yields a negative bias of 0.1 GeV/c?. We therefore correct the
central value of the top quark mass measurement to 170.8 GeV/c?.

Since the sigma of the “pull” distribution is consistently higher than 1 around the
obtained mass (see Figure 5.14), we need to study the possibility that the statistical
uncertainty is underestimated. We scale our uncertainty with a factor such that 68% (area
under +1o for a normalized Gaussian) of our pseudo-experiments contain the central
value. Using the 170 GeV /c? signal template with a corresponding ¢t cross section of 7.8
pb, we find a scale factor of 1.06. Thus, we correct for this and obtain a top quark mass
of 170.8752 GeV/c? (statistical uncertainty only).

The likelihood fit returned a number of signal events of 32.4 + 7.4 and a number of
background events of 13.4 £ 3.5. If we remove the Gaussian constraint on the background
(Equation 5.17), the fit converges as a pure signal configuration (45.0 £ 6.7 signal events
and 0 + 69 background events). The resulting top quark mass value is 168.34+4.9 GeV /c%.
Thus, the constrained and unconstrained fits return consistent top quark mass results
(given the statistical uncertainty).

The statistical uncertainty measured in the data is lower than the most probable
expected uncertainty. We estimate the probability of achieving this result by running
pseudo-experiments using the 170 GeV/c? signal template with corresponding o7 = 7.8
pb and ny,, = 14.1 £ 3.5. We select pseudo-experiments where the true total (signal +
background) number of events has fluctuated to 45. Figure 5.16 shows the comparison
between the statistical uncertainty for Monte Carlo pseudo-experiments and data. Given
that we observe 45 events, the probability of obtaining this statistical uncertainty or

better is estimated to be 9%.
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Figure 5.18:

Top quark mass weight distribution from NWA for

data events 17-32. The vertical red line shows the most probable

top quark mass.

63



CHAPTER 5. TorP QUARK MASS MEASUREMENT

Event 33 (158)

Event 34 (173)

Event 35 (133)

Event 36 (151)

Mean 175.7
RMS 34.39

Mean 174
RMS 33.35

0.04

Mean 134.5

M RMS 10.85

0.05

Mean 168.6
RMS 35.65

100 150 200 250 300 350

Event 37 (183)

100 150 200 250 300 350

Event 38 (149)

100 150 200 250 300 350

Event 39 (164)

100 150 200 250 300 350

Event 40 (164)

oosk Mean 183.1 Mean 151.4 Mean 183.2 Mean 173.1
0.06F
o RMS 24.98| °°F RMS  7.99 oot RMS 44.59 RMS 1151
0.05f
oodk 0024
0.02f
0.04f
002f
003
oo o003
0013 )
001 o002 ooz
oo .
000 001 0.00f- oot
Pl P | N Pl IR i L W I P e P FRY. N I P Tt N P PRI | P b IR PRI PR
100 150 200 250 300 350 100 150 200 250 300 350 100 150 200 250 300 350 100 150 200 250 300 350

Event 41 (166)

Event 42 (160)

Event 43 (0)

Event 44 (155)

0.06|

ooaf- Mean 166.3 F Mean 161.2( T Mean 0
0.04F RMS 1254 oo RMS 7.617 RMS 0
0.03%- 0.5
0.04-
0.03p-
oozt
0.03p-
0.02f-
0.014- 0.02~
0.5
0.0
0.0~
0.004-
ol J1b WL PN T RS Pl I 1 A M P TS S Vl-l..l. 1 M T R
100 150 200 250 300 350 100 150 200 250 300 350 100 150 200 250 300 350

Event 45 (146)

Event 46 (175)

Mean 153.1
RMS 32.03

Mean 186.5
RMS 10.54

100 150 200 250 300 350

r Mean 205.8

RMS 47.34

Figure 5.19: Top quark mass weight distribution from NWA for

data events 33-46. The vertical red line shows the most probable

top quark mass. For event 43, no solution was found.

64



Chapter 6

Systematic uncertainties

In this chapter, we estimate systematic errors on the top quark mass measurement from
a variety of sources. These systematics come from uncertainties in the measured particle
kinematics, in the Monte Carlo simulation of # signal and background events, and in
the assumptions made when implementing the NWA procedure. The estimates are based
on pseudo-experiments drawn from a multitude of control and systematically modified
Monte Carlo samples. The systematic uncertainties have been evaluated assuming the
a priori top quark mass of 178 GeV/c? and the corresponding #f theoretical cross section
of 6.1 pb. We have verified that the result is consistent when we assume other masses
and cross sections, such as the aposteriori mass of 170 GeV/c? and the corresponding

tt theoretical cross section of 7.8 pb.

6.1 Jet energy scale

In Section 3.3.2, we discussed how the jet energy is corrected. Here we discuss the
systematic difference between the jet energy in data and in Monte Carlo simulations. To

each jet energy correction is associated a jet energy systematic uncertainty [13].
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6.1.1 7 relative systematic uncertainty

The 7 relative jet energy correction aims to compensate for the non-uniformity of the
calorimeter response in 7. Though we corrected the calorimeter response to that of
the central region separately in data and Monte Carlo using the balance of dijets (see
Section 3.3.2), a systematic difference remains due to event selection bias. We varied
the selections on the 3rd most energetic jet p, and on the missing transverse energy
significance: K,/ jets B+ Which are designed to ensure the balance of the two jets.
Deviations of the response are taken as a systematic uncertainty. These uncertainties are

listed in Table 6.1.

|n| range 0.0-0.2]02-06|06-09|09-14|14-20]|20-26|2.6-3.6

pr < 12 GeV/e 1.5% 0.5% 1.5% 2.5% 1.5% 5.0% 7.5%
12 <py < 25 GeV/c 1.5% 0.5% 1.5% 1.5% 1.5% 3.0% 6.0%

25 <p < 55 GeV/e 1.0% 0.5% 1.0% 1.0% 0.5% 1.5% 6.0%

pr > 55 GeV/e 0.5% 0.5% 0.5% 0.5% 0.5% 1.5% 6.0%

Table 6.1: Jet energy scale systematic uncertainty on individual

jets due to n dependence for different jet n and p, ranges.

6.1.2 Multiple interactions systematic uncertainty

When products from other pp interactions fall in the jet reconstruction cone, it artificially
inflates the jet energy. If the Monte Carlo doesn’t properly reproduce this effect, it will
cause a systematic uncertainty in the jet energy scale. In particular, the vertex recon-
struction efficiency and the probability of mistakenly reconstructing fake vertices depend
on the topology of the hard interaction. We compare the average transverse energy that

falls in a randomly selected cone of 0.4 in minimum bias data, lepton triggered data,
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and jet triggered data. The comparison shows no indication of a systematic difference
between the various samples. However, due to statistical limitations in this study, we
take a systematic uncertainty of 15% of the multiple interaction correction (see Section

3.3.2).

6.1.3 Absolute jet energy scale systematic uncertainty

In the calorimeter, hadrons collide inelastically with nuclei and part of their energy is
lost. Therefore, the calorimeter response is smaller than the true energy of the incoming
hadron. Due to the creation of 7% and 7%s, which decay to a pair of photons, a fraction
of the hadronic shower is electromagnetic. Since the number of steps in the cascade is
dependent on the energy of the incoming hadron, the electromagnetic fraction will depend
on it as well. For this reason, the calorimeter response is not linear with the energy of
incoming hadrons. There are two consequences to this, which can systematically affect
the top mass determination. First, the modeling of the calorimeter response to individual
particles can be systematically different in the data and Monte Carlo. Second, the way
jets are fragmented affects the simulated energy. For example, we will have a different
response between 10 particles of 2 GeV each and 2 particles of 10 GeV each. In this
section, the calorimeter response to individual particles and the fragmentation are studied
as two separate effects. Figure 6.13 shows a summary of the absolute jet energy scale
systematic uncertainties.

Electrons and photons interact electromagnetically with the calorimeter, and therefore
their response is closer to unity. A systematic difference between their response in data

and Monte Carlo is also studied here.

Calorimeter response to individual particles

The calorimeter response to charged particles is measured as the ratio of the energy

deposited in the calorimeter and the momentum of its associated track E/p.
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To measure the calorimeter response to charged hadrons, we study isolated tracks in
a minimum bias data sample. We measure the track momentum in the COT and the
energy deposited in the two central calorimeter compartments (CEM and CHA). Figure
6.1 shows the calorimeter response E/p for data and Monte Carlo. The systematic

difference is extrapolated to entire jets using the particle energy distribution in Monte
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Figure 6.1: Calorimeter response E/p to minimum bias isolated tracks for data and
Monte Carlo as a function of track momentum. The top plots show the signal and the

background, and the bottom plots show the corrected signal.
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To measure the calorimeter response to particles that interact electromagnetically,
we study J/U — ete” and Z — ete” events. We again compare the track momentum
with the energy deposited in the calorimeter. Figure 6.2 shows a good match between
data and Monte Carlo. Therefore, the systematic uncertainty on the jet energy scale
due the calorimeter response to particles that interact electromagnetically (electrons and

photons) is negligible.
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Figure 6.2: Average calorimeter response E/p to electrons in data and Monte Carlo.

This result is also taken as the photon calorimeter response.

Jet fragmentation

We are interested in the uncertainty in our modeling of jet fragmentation and its impact
on the jet energy scale. We study the fragmentation of jets using the tracks left by their
charged particles in the COT. The momentum of the charged tracks that fall inside the
jet reconstruction cone informs us about the charged portion of the jet. Due to the high
density of COT hits in jets, the tracking efficiency in jets is much lower than that for

isolated tracks. In order to properly study the charged portion of jets using the COT,
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the first step is to measure the tracking efficiency in jets. This way, we will know how
many tracks we lost, and compensate for them.

We use a track embedding technique to estimate the track reconstruction efficiency.
The track embedding method consists of embedding Monte Carlo COT tracks in data jets.
Hits are simulated for that track and embedded in the event. The event is reconstructed
with these additional hits, and the projected trajectory of the embedded charged particle
is compared with the reconstructed tracks.

For the efficiency of the embedded track to represent that of an actual data track, it
must have the same properties. The tracks are tuned to emulate data tracks in terms of

the following characteristics [24]:

e Hit residual: Uncertainties on the COT drift time and multiple scattering in the
inner tracking system cause uncertainties on the hit position. The hit resolution in-
fluences the tracking efficiency, facilitating it when hits are simulated exaggeratedly
close to the actual trajectory of the particle. The hit position of the Monte Carlo
tracks is tuned using a smearing scale factor such that the hit resolution matches
that of the data. On Figure 6.3, we see the track residual for data tracks in jets,
embedded track to which this correction has been applied, and, for comparison,

tracks in Monte Carlo PYTHIA jets (with no corrections applied).

e Single hit efficiency: The hit inefficiency for isolated tracks is caused by COT
imperfections and pattern recognition failure. Since the pattern recognition is the
same in data and Monte Carlo, we need to disentangle it from the COT imper-
fection effect. In the default simulation, COT imperfections are neglected, and it
is assumed that, for an isolated track, each hit has 100% chance of being read by
the sense wire. To measure the single hit efficiency, we looked at the number of
hits per superlayer in cosmic tracks that are fiducial to all superlayers of the COT.
For each superlayer, Table 6.2 shows the average number of hits found in cosmic

tracks. To isolate the COT imperfection effect from the pattern recognition failure
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effect, we study isolated Monte Carlo tracks. We found the hit efficiency due to
pattern recognition failure to be ~ 98.5%, independently of the superlayer. We use
this factor as a denominator of the single hit efficiency and apply the single hit

efficiency factor per superlayer to the embedded tracks.

e Hit merging: Hit merging occurs when two hit pulses overlap, or if they are close
enough in time so that the electronic system can’t differentiate them. Due to the
high density of COT hits in jets, hit merging can’t be neglected when measuring
the tracking efficiency in jets. This effect depends on the hit pulse width and the
hit merging distance (the distance below which two hits pulses are too close to be
differentiated by the electronic readout system). The simulated drift model was
tuned to have the same hit pulse width shape as that of the data. The hit merging
distance corresponds to a drift time of 10 ns. We apply this correction in the

simulation of our embedded track.

A good measure of a track’s quality is the number of hits in the COT superlayers.
This greatly influences the chances of success or failure to reconstruct a track. Figures
6.4, 6.5, and 6.6 show the total number of hits in the axial and stereo COT superlayers
for tracks in jets. Data tracks, uncorrected Monte Carlo tracks, and tracks for which the

above corrections have been applied are shown.
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Figure 6.3: Track hit residual for data tracks, uncorrected tracks

and tracks with corrected hit position resolution
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Superlayer | Average number of hits
1 21.7+£0.3
2 22.94+0.3
3 22.24+0.3
4 23.0£0.3
) 22.94+0.3
6 23.14+0.3
7 23.0£0.3
8 23.14+0.3
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Table 6.2: Number of hits in cosmic tracks. Note that cosmic tracks traverse the entire

COT, doubling the maximum number of hits per superlayer to 24.
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Figure 6.4: Sum of all hits in the four COT axial superlayers
(left) and the four COT stereo superlayers (right) for tracks with
0.5 GeV/c < py < 1 GeV/c in jets. We show data tracks, un-
corrected tracks, and track for which the hit position resolution,
the hit pulse width, the single hit efficiency, and the hit merging

distance have been corrected.

Once the embedded tracks are tuned to emulate data tracks, they can be used to
measure the tracking efficiency. This is done separately in data and Monte Carlo, since
the simulation doesn’t account for the high occurrence of hit merging in a high hit
density area. In Figures 6.7, 6.8, and 6.9, we show the tracking efficiency in jets as

a function of jet transverse energy, track transverse momentum, and angular distance

AR = 1/(An)%2 + (A¢g)? between the track and the jet centroid.
To count the number of tracks in a jet, we correct for tracks that have not been
observed by weighting the observed tracks by one over their expected efficiency. Figure

6.10 show the distribution of the transverse momentum of tracks inside jets. We see an

overall agreement between data and MC, for both PYTHIA and HERWIG.
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Figure 6.5: Sum of all hits in the four COT axial superlayers
(left) and the four COT stereo superlayers (right) for tracks with
1 GeV/e < pp < 2 GeV/c in jets. We show data tracks, uncor-
rected tracks, and track for which the hit position resolution,
the hit pulse width, the single hit efficiency, and the hit merging

distance have been corrected.
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Figure 6.6: Sum of all hits in the four COT axial superlayers
(left) and the four COT stereo superlayers (right) for tracks with
2 GeV/c < py < 15 GeV/c in jets. We show data tracks, un-
corrected tracks, and track for which the hit position resolution,
the hit pulse width, the single hit efficiency, and the hit merging

distance have been corrected.
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V/(An)? + (Agy)? is the angular distance between the track and the jet centroid.
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Figure 6.9: Tracking efficiency in jets with 100 GeV < FE;

< 120 GeV. AR

V/(An)? + (Agy)? is the angular distance between the track and the jet centroid.

79



CHAPTER 6. SYSTEMATIC UNCERTAINTIES 80

20 GeV/c < Pt < 30 GeV/c| |60 GeV/c <Pt <70 GeV/c |
.§0.45 §0_5-— |
5 0.4 o [
a a [
©0.35 204
(8] Q
T o3 c [
G025 503
g s
0.2 -
€ € o2l
20.15 2940
0.1 L
0.1
0.05 i
0 0:..I...I...I...I...I...I.......
0 2 4 6 8 10 12 14 16 18 20 0 2 4 6 8 10 12 14 16 18 20
track Pt (GeV/c) track Pt (GeV/c)

100 GeVi/c < Pt <120 GeVic |

Te ope_rojet
& = &

o
N
ul
T T [T [T T T T T [T T T [T T

o
w

Number of tracks

2 4 6 8 10 12 14 16 18 20

OO

track Pt (GeV/c)

Figure 6.10: Transverse momentum distribution of charged particles in jets inside a cone

of 0.4 for selected jet transverse momentum ranges



CHAPTER 6. SYSTEMATIC UNCERTAINTIES 81

The absolute jet energy is corrected by accounting for the loss of energy due to the
calorimeter response (see Section 3.3.2). The fragmentation uncertainty comes from the
difference in loss of energy between MC and data for a measured and assumed calorimeter
response F/p see Figure 6.1.

If we approximate that the calorimeter response to electromagnetic neutrals is 1.0,
the energy loss is given by:

loss = Z Py — Z »(E/p) (6.1)
charged charged

Relative to the jet momentum, we define the fractional loss as [25]:

Zchm‘ged bt — Zcharged pt(E/p)

fractional loss = CAL jet p,

(6.2)

where E/p is the calorimeter response for a track of momentum p and CAL jet p, is
the jet momentum calculated from the calorimeter measurement. The jet fragmentation
uncertainty is defined as the difference between the fractional loss in data and MC.
Figure 6.11 shows the energy loss for data, PYTHIA and HERWIG. Figure 6.12 shows
the fractional loss, as well as the difference between data and MC [26]. For jets with 20
GeV/c < P, < 140 GeV/c, we see an average difference below 1% for both PYTHIA and
HERWIG.
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This difference is taken as the fragmentation jet energy systematic uncertainty.
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6.1.4 Underlying event systematic uncertainty

In the same pp collision as the hard interaction of interest, interactions can occur between
the spectator quarks. The products of these interactions can artificially contribute to the
measured jet energy. We study the systematic difference between the underlying event
in data and Monte Carlo jet events. We estimate the underlying event effect using
all tracks with p; > 0.5 GeV/c in the region transverse to the jet defined as 60° <
Ag(jet,track) < 120°. The measured average transverse momentum is normalized to
the jet reconstruction cone size (0.4). The Monte Carlo is consistent with the data within
30% for all jet P,. Therefore, we take 30% of the underlying event correction (see Section

3.3.2) as a systematic uncertainty.

6.1.5 Out-of-cone systematic uncertainty

Several effects can cause systematic differences in the quantity of energy falling outside
of the reconstruction cone. For instance, the fragmentation and gluon radiation in the
final state influence the fraction of the energy outside the cone. In addition, low p; tracks
can be bent away from the jet reconstruction cone. If any of these effects is different
in data and Monte Carlo, it will cause a systematic uncertainty in the jet energy. We
calculate the out-of-cone systematic uncertainty using events where we have a photon
and a jet back-to-back in ¢. The energy of photons is well measured in the calorimeter
and is taken as a reference of the true energy of the balancing jet. We study the energy
that falls in an annulus that surrounds the jet reconstruction cone, and that is limited
by a cone of 1.3. The difference between data and Monte Carlo is shown in Figure 6.14

and taken as a systematic uncertainty.
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Figure 6.14: Out-of-cone systematic uncertainty for different jet reconstruction cone sizes.
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energy measurement

is the assumed true transverse momentum of the jet taken from the balancing photon
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6.1.6 Splash out systematic uncertainty

The out-of-cone energy is defined as the energy within 0.4 < AR < 1.3. It has been
estimated in PYTHIA simulations that, from the jet, an additional 0.5 GeV is deflected
outside the out-of-cone region. We define this energy as the “splash-out” energy and take

half of this value, 0.25 GeV, as our systematic uncertainty.

6.1.7 b-jet modeling systematic uncertainty

Since the above energy corrections and corresponding systematics are obtained from
generic (light-quark dominated) jets, additional uncertainties arise from extrapolating
this procedure to b-jets. These are the three main sources of discrepancies between

generic jet and b-jet energy [27, 28]:

e Color flow: energy transfer between quarks (0.3% effect).
e Fragmentation: due to b-quark mass, b-jets can fragment differently (0.4% effect).

e Semi-leptonic decays: b-quark decaying to a hadron, a charged lepton, and a neu-

trino (0.4% effect).

6.1.8 Jet energy scale systematic effect on the top quark mass

For a given jet, we calculate the variation in jet energy caused by a +1c and —lo
fluctuation of the jet energy scale. For a given systematic effect on the jet energy, we shift
all the jets in an event in the same direction (+10 or —10), perform the event selections
and apply the NWA algorithm to obtain a systematically shifted mass. This is done
for the signal samples and for each background sample. We thus obtain positively and
negatively shifted templates for both signal and background. While running the pseudo-
experiments, signal and background events are selected from the shifted templates, but

they are compared to the parameterization of the nominal (non-shifted) templates in the
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Figure 6.15: The total jet energy systematic uncertainty

likelihood function (Eq. 5.16). We take half the difference between the median of the
positive and negative reconstructed mass distribution as our uncertainty. An alternative
method is to add all the systematic effects on a given jet in quadrature and to apply

them all at once.

Table 6.3 lists the systematic uncertainties on the top quark mass due to the 1o
shift of each jet systematic uncertainty effect. The result obtained when we apply all
systematic effects at once is also shown. As seen in the Table, the sum of the individual
effects is larger than the case where we apply all effects at once. The jet energy scale
systematic uncertainties are uncorrelated and added in quadrature. We take 3.4 GeV /c?

as our jet energy systematic.
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Source Systematic uncertainty on M, (GeV/c?)
All effects at once 2.6 £0.2
n relative response 0.6 £ 0.2
Multiple interactions 0.2 + 0.2
Absolute jet energy scale 3.0+ 0.2
Underlying event 0.2 +0.2
Out-of-cone energy 1.4 £ 0.2
Splash out energy 0.1 +£0.2
b-jet energy 0.6 + 0.3
total 3.4+06

Table 6.3: Jet energy systematic uncertainties with the quadra-

ture sum. Also shown is the effect on the top quark mass when

we shift the jet energy for all effects at once.
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6.2 Parton distribution function

The systematic error in the NWA measurement due to the uncertainty in Monte Carlo
parton distribution functions (PDF) is estimated by applying an event re-weighting
method [29]. In this method, variations in the parameterization of quark and gluon
PDF’s are tested using the same Monte Carlo sample by weighting each event according
to its generated information, which avoids the need to generate large Monte Carlo sam-
ples for each variation. In our case, we apply this technique to the £ PYTHIA sample,

and construct templates which are weighted according to different PDF fits:
e CTEQS5L: fit by CTEQ group [30], default PDF used in this analysis

— CTEQ6M: +10 variation of 20 CTEQ eigenvectors based on experimental

uncertainties in the modeling of CTEQ
e MRST72: fitted by MRST group [31], with Agcp = 228 MeV
e MRST75: fitted by MRST group, with Agep = 300 MeV

Half the difference between each CTEQ6M eigenvector +1c¢ variation (see Figure 6.16)
is added in quadrature to determine an overall CTEQ PDF uncertainty. The difference
between the CTEQ and MRST PDF groups, the difference between different MRST
Agcp settings, and the CTEQ PDF uncertainty are added in quadrature. This results

in a total PDF systematic uncertainty of 0.4 + 0.7 GeV/c?, as shown in Table 6.4.

6.3 Gluon radiation

In tt events, the occurrence of high energy gluon radiation before the decay of the top
quark (initial state radiation or ISR) or after the decay of the top quark (final state
radiation or FSR) contributes to the shape of the signal templates. This is mainly due

to the presence of additional jets, which, if energetic enough, can be confused with the
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Figure 6.16: Half-differences between +10 CTEQ6M eigenvec-
tor variations used in determining the PDF systematic uncer-

tainty on the top quark mass.

Estimator A, (GeV/c?)

CTEQ6M (+o0) 0.2 4 0.2
MRST72-CTEQ5L 0.2 4 0.5

MRST75-MRST72 0.3£0.5

total 044+ 0.7

Table 6.4: Summary of the PDF systematic uncertainties on the

top quark mass
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mode AmMyep(GeV/c?)

“more” ISR +0.4 + 0.5

“less” ISR —0.8 4+ 0.5
“more” FSR —-05+0.5
“less” FSR —-0.2+0.5

Table 6.5: Summary of the ISR and FSR systematics uncertain-

ties on the top quark mass.

b-jet from the top decay. Therefore, a mis-modeling of the ISR or FSR can result in
a systematically shifted template and cause a systematic uncertainty on the top quark

mass.

To estimate the uncertainty due to the modeling of the ISR, we use Drell-Yan events
where the (Z/v) decays to a pair of charged electrons or muons. Since there is no jet in
this final state, we can isolate the ISR effect from the FSR effect. The ISR activity will
influence the p; distribution of the charged leptons. Figure 6.17 shows the p; distribution
of the charged leptons for PYTHIA and data [32]. In PYTHIA, we vary the parameters
of the DGLAP gluon radiation evolution function [33] such that the charged lepton p,
will be shifted by an amount corresponding to its uncertainty. Thus, we obtain an upper
and lower limit on the ISR activity. The result is then extrapolated to the Q? of tt
events. Using these shifted DGLAP parameters, ¢t samples with “more” or “less” ISR

are created.

Since FSR is fundamentally the same process as ISR, we can estimate the FSR effect
from the ISR effect. We vary the same DGLAP parameters on the final state portion of
the process to create t¢ samples with “more” or “less” FSR.

While using the nominal signal and background templates in the likelihood, we per-

form pseudo-experiments drawing signal generated from the “more” or “less” ISR and
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Figure 6.17: Average p; of electrons and muons in data and Monte Carlo Drell-Yan
events. The dashed curve shows the upper and lower limits of ISR activity and are used

to create the systematically shifted templates.
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FSR samples. The results from these pseudo-experiments are compared with the nominal
PYTHIA sample (see Table 6.5). For the case of ISR, we take half the difference between
“more” and “less”, 0.6 GeV/c? as our systematic uncertainty. In the case of the FSR,
since both the “more” and the “less” go in the same direction, we take the largest of the

two, 0.5 GeV/c?, as our systematic uncertainty.
y y

6.4 Monte Carlo generator

HERWIG was used to generate the t¢ Monte Carlo signal. The jet fragmentation, the
gluon radiation, and the underlying event are simulated at generator level. These effects
have already been accounted for separately. However, as a cross check, we investigate
here if a different choice of Monte Carlo generator would have resulted in a different top
quark mass result. We compare the reconstructed top quark mass when we draw pseudo-
experiments from signal templates generated with samples using PYTHIA and HERWIG.
The mean reconstructed top quark masses differ by 0.1 + 0.5 GeV/c?. Therefore, we

consider this uncertainty negligible.

6.5 Missing transverse energy resolution

If our knowledge of o(Fr) doesn’t represent the data, the weights assigned to a certain
event’s configuration will be changed (see Eq. 5.9) and cause a systematic error. We
perform pseudo-experiments by drawing events from templates constructed with half and
double the nominal o(£r) = 15 GeV/c?, and compare these to the nominal templates.
Assuming that the true resolution can uniformly be anything between these values, we
take the difference between the resulting values over V/12. These extreme values should
account for the possibility that o(#r) is non-Gaussian. Comparing with the nominal
HERWIG sample, we obtain a systematic uncertainty of 0.0 4+ 0.2 GeV/c?. Therefore,

we consider this effect negligible.
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6.6 Template statistics

Limited statistics in the signal and background templates result in a systematic uncer-
tainty on the parameterizations used in the likelihood function (Eq. 5.16). For each
signal template, we fluctuate the number of events in each bin following a Poisson dis-
tribution and create a new template. We then fit the probability density function to
this “fluctuated” set of templates and perform 10 000 pseudo-experiments by drawing
events from the nominal (non-fluctuated) template, repeating this procedure 100 times.
We take the root mean square of this distribution as the systematic uncertainty due to
the signal template statistics, giving 0.2 + 0.2 GeV/c?>. We repeat the same procedure
for each bin of each background component, and obtain a systematic uncertainty due to

the limited background template statistics of 1.3 + 0.2 GeV/c?.

6.7 Background shape

Our background templates are all obtained using certain Monte Carlo generators and the
CDF detector simulation. One systematic uncertainty associated with the total parame-
terized background template reflects the imperfect knowledge due to limited Monte Carlo
statistics, as described above. Another source, discussed here, reflects our uncertainty in
modeling the background shape, even in the limit of infinite statistics. We disentangle
the background shape uncertainty into two sources. The first is the relative composition
of each background source in the combined background template. The second is the

mis-modeling of the kinematic quantities of the individual background samples.

6.7.1 Relative composition

This systematic comes from uncertainties in the numbers of background events from
each source, as listed in Table 4.1. We base the systematic uncertainty on the top quark

mass on variations of the two largest and most disparate backgrounds, the Drell-Yan
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and “fakes”. Indeed, in Figure 5.7, we see that the Drell-Yan template has a mean of
M., = 165.6 GeV/c? and the “fake” template has a mean of M;,, = 150.4 GeV/c?. We
create two systematically shifted templates by varying the weight of the Drell-Yan and

the “fake” contributions in opposite directions:
e Number of Drell-Yan +10 and number of “fakes” —1co
e Number of Drell-Yan —10 and number of “fakes” +1o

We draw pseudo-experiments from the two templates. After likelihood minimization,
we take half the difference between the systematically shifted templates and obtain a

systematic uncertainty on the top quark mass of 2.2 GeV/c2.

6.7.2 Drell-Yan E’T

Drell-Yan (Z — p )
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Figure 6.18: Comparison of data and Monte Carlo Drell-Yan £
after event selections. Monte Carlo is shown by the red line and

data is shown by the black points.

The Drell-Yan events do not usually have high Fr, and only a mis-measurement of
the Fr can lead them to pass our selection requirements. An incorrect £ simulation

(for example, if we do not properly simulate the mis-measurement of a jet in a calorimeter



CHAPTER 6. SYSTEMATIC UNCERTAINTIES 97

crack) could lead to a significant change in the background shape. We estimate this mis-
modeling from the difference in the means of the data and Monte Carlo Drell-Yan Fr
distributions (Figure 6.18) and obtain 12%. We therefore increase the Fr by 12% for
the Drell-Yan component of the background, and perform pseudo-experiments drawing
events from this systematically shifted template. Comparing with the nominal HERWIG
sample, we obtain a systematic uncertainty of 0.0 GeV/c?. This shows that the systematic
uncertainty on the background shape due to the effects of modeling the £ in Drell-Yan

events is negligible.

6.7.3 Isolated track momentum in “fakes”
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0.18
0.16
0.14
0.12

0.1
0.08
0.06
0.04

0.02

||||||||||||||||||||||||||||||||||||||H‘|F
% 30 40 50 60 70 80 90 100

track Pt (GeV/c)

—=e— Herwig mean = 47.1 GeV/c

T T
_JF#

o

Figure 6.19: Comparison isolated track p; in jet triggered data
and HERWIG dijet events.

“Fakes” are events where a jet as been misidentified as an isolated track. Since
we use only the tracking information to measure the p; of the isolated track, “fake”

tracks are likely to be mis-measured objects. We investigate the effect of this potential
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mis-modeling in the W — flv+partons “fakes” background. From a comparison of jet
data and HERWIG (see Figure 6.19), we observe a difference in mean p; of roughly
—12% (data-MC). We then create a new “fake” background template with the p; of the
isolated track reduced by this amount, and perform pseudo-experiments drawing from
this template and comparing them to the nominal templates. We measure a systematic

uncertainty on the top quark mass of 0.0 GeV/c?, which shows that this effect is negligible.

6.7.4 Jet energy mis-modeling

While the effect of jet energy mis-measurement on the top quark mass has already been
estimated in Section 6.1, here we investigate how mis-modeling in the Monte Carlo sim-
ulation of jet energy can alter the shape of the background template parameterization.
For “fakes”, we compare the Ep of the leading three jets between inclusive electron data
and the W — £+ 3 jets HERWIG (see Figure 6.20), which shows an overestimation in
the Monte Carlo of roughly 5%. We create a “fakes” background template where we
decrease the jet Er by this amount, and perform pseudo-experiments drawing from this

template. We measure a systematic uncertainty on the top quark mass of 0.5 GeV/c?.

Next, we study the simulation of jet energy for Drell-Yan events by comparing our
PYTHIA sample with inclusive electron data, where two identified leptons with an invari-
ant mass within 15 GeV/c? of mz have been selected (along with the usual 2 jets). From
Figure 6.21 we see that the simulation underestimates the data by about 7%. As above,
we create new Drell-Yan templates with this boosted jet energy and perform pseudo-

experiments, leading to a systematic uncertainty on top quark mass of 1.3 GeV/c?.

Since the diboson background is also simulated with PYTHIA, we assume the same
7% uncertainty, and find a systematic error on the diboson background shape due to jet

energy mis-modeling of 0.1 GeV/c?.
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6.7.5 Total background shape systematic

Combining the above systematic uncertainties on the background shape due to errors in
relative composition and mis-modeling of the 7 in DY, the isolated track momentum in
“fakes”, and the jet energy in all background samples, we arrive at a total background

shape systematic uncertainty on the top quark mass of 2.6 GeV/c?.

6.8 Summary

Source Systematic uncertainty
Jet energy scale 3.4
PDF’s 0.4
ISR 0.6
FSR 0.5
Background templates statistics 1.3
Background shape 2.6
total 4.6

Table 6.6: Summary of systematic uncertainties (in GeV/c?) on

the top quark mass.

Table 6.6 summarizes the systematic uncertainties on the top quark mass measure-
ment. We estimate our total systematic uncertainty to be 4.6 GeV/c?. Uncertainties of

0.2 GeV/c? and lower are considered negligible and were discarded.
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Conclusion

We measured the top quark mass in the dilepton channel. The event selection was based
on the identification of a charged lepton and a well defined track. The technique used, the
Neutrino Weighting Algorithm, consisted of weighting the direction of the two neutrinos
according to how well it corresponds to the missing transverse energy. The data events
were compared to a set of signal and background Monte Carlo templates using a likelihood
fit. Through pseudo-experiment tests, we have shown that the method is consistent and

robust. We obtained:

Myop = (170.8182 (stat) + 4.6 (syst))GeV /c? (7.1)

Figure 7.1 shows a summary of the top quark mass measurements made at the Teva-
tron. The dilepton Neutrino Weighting Algorithm result provides an important con-
tribution to this collective effort of improving our knowledge of the top quark mass.
At CDF, three other top quark mass measurements have been made in the ¢t dilepton
channel using different techniques. All four results have been combined, yielding a re-
sult of: M, = 168.3 £ 5.3 (stat) + 3.3 (syst) GeV/c? [37]. All the top quark mass
measurements in CDF and DO in all channels have been combined, yielding a result of:

M,y = 1725 + 1.3 (stat) + 1.9 (syst) GeV/c%.

102
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Figure 7.2 shows the constraints on the Higgs boson mass from the Tevatron’s top
quark mass measurement and the LEP2 W boson mass measurements. The corresponding

Higgs boson mass prediction has been constrained to: [36]:

Mpyiggs = 91735 GeV /c? (7.2)
Miriges < 186 GeV /c* (95% confidence level) (7.3)

Combined with exclusion region from the LEP experiments which tells us that Mg >
114 GeV/c? (see Figure 7.2), the Higgs boson mass prediction is much narrowed down by
the recent top quark mass measurements.

A parallel effort was also made to measure other properties of the top quark. In a
separate analysis, using the same data events, the ¢ production cross section has been
measured to be: o =9.9 + 2.1 (stat) + 1.3 (syst) £ 0.6 (lum) pb [17].

Today, it is believed that we are a few years away from an era of major scientific
breakthrough. The LHC will allow us to probe the subatomic world at higher energies
than ever, with the highest luminosities ever attained for a hadronic collider. The experi-
mental confirmation of the existence of the Higgs boson would change our understanding
of the origin of mass. The work presented in this thesis can be seen as preparatory
to the LHC experiment. If the Higgs boson is observed and its mass measured at the
LHC, the constraint on its mass will provide a consistency check of the Standard Model.
Our improvement of the measurement of the top quark mass has further tightened this
constraint. In addition, top quark production is predicted to be an important background
process at the LHC, and our increasing knowledge of the top quark will help the LHC
analyses.

Meanwhile, until the LHC begins taking data in a few years, the Tevatron remains the
only collider in the world capable of producing top quarks in pairs. With an increasing
integrated luminosity, the statistical uncertainty on the top quark mass will be greatly

reduced. Additional work will be required to reduce the systematic uncertainties further.
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Notably, a more precise tuning of the jet simulation will allow us to reduce the jet energy
scale systematic uncertainty. In addition, the identification of b-jets will allow us to

significantly reduce the background and its associated systematic uncertainties.
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Figure 7.1: Summary of the CDF top quark mass measurements. The Tevatron (CDF

and D0) combined result is also shown (blue)
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Figure 7.2: Constraints on the Higgs boson mass from the top quark and W boson

mass measurements in CDF, DO Run I and the LEP2 experiment (dashed blue line).

Constraints from studies at the Z boson pole (red line) and from a direct search at LEP

(green bands) are also shown.
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