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CDF

►Goal: Replace existing link of 
tracks via XTRP to L2 and 
SVT which causes a 
bottleneck for high occupancy 
events

►Tracklist board consists of two 
pulsars which receive tracks 
from SLAM boards

• Boards sparsify and 
concatenate track data

• Send tracks to L2 and SVT
• Filter tracks based on L1 trigger 

bits and track properties

Tracklist Board

Tracklist

New Tracklist Path
Old Path
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CDF Status
Internal tests of all data paths (dataIO, ControlB, ControlA)
Full readout of both boards in system since March
Trigmon expert monitoring since beginning of April
• SLAM Tracklist is golden
• No errors in expected vs observed Control B and Control A output
• Differences between TP2D (tracklist) and TL2D (XTRP) are understood and 

due to errors in XTRP
SVT Interface tested
• 2 μs faster than existing path
• Data better than from XTRP

Slink interface extensively tested in test crate
Slink CPU tested for ~ 20 minutes in April
• Data looked good

Added functionality to firmware to send L1 trigger bits out via slink 
interface
• Trigger bits need to be tested does not inhibit incorporating the TL board
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CDF Timing
At low luminosities tracklist board is faster than 
the current Muon/XTRP by ~6 μs
At higher luminosities, we gain even more
Estimation of time for track data L2 CPU: 

41845 (~3E32)
630100
1167288

3.51210 (1.3E32)

2.5100

Tracklist (μs)XTRP/Muon (μs)# tracks
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CDF

Number of TP2D Tracks
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Number TP2D Control A Tracks
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Number TP2D Control B Tracks
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Slam Slot Number
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CRATE 01 CRATE 03 CRATE 05

TracklistMonitor XSLD-TP2D Track Word Datalink Error 

Monitoring Plots

Can easily make a canvas for the CO to monitor

No SLAM 
Tracklist Errors

No Errors in Control
FPGAs (compare
Expected to Observed)

Some errors between 
Tracklist and existing
XTRP tracklist (due to 
XTRP)
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CDF Summary

Tracklist board provides a new and improved path 
for XFT tracks from SLAM boards to L2 and SVT 
All elements of base tracklist design have been 
thoroughly tested
Tracklist SVT test was very successful 
Ready for integration to L2 system
Soon we will have L1 trigger bits also sent to L2
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CDF

Backup 
Slides
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CDF Tracklist Board
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Firmware Summary
• DataIO

Receives and 
sparsifies track data 
from SLAM boards 
(also, Pulsar A 
receives track data 
from Pulsar B)

• Control A
Concatenate track 
data and sends out 
via SLINK to L2 and 
SVT

• Control B
Concatenate tracks 
and send out via 
fiber to Pulsar A
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CDF Timing Studies

From Ted’s talk 
on April 21, 2005
L=1E32
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CDF Tracklist Performance

L1A to Begin Slink Packet
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L1A to End Slink Packet Expected
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Expected estimated 
(more realistic):
EOP=BOP+

25ns·(7+#tracks),
where BOP is 2-3 μs

Most tracks EOP 
near 4.5 μs
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Timing tests from mid-March

Number of Tracks as Function of Luminosity

In this run, the 
maximum 
number of 
tracks in an 
event was 171
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CDF Timing Studies

From Ted’s talk 
on April 21, 2005
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L1A to End Slink Packet
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