Leval 2 Test Stand

Thistalk isintended as a starting point
to discuss L2 test stand issues within
the trigger group

Feb. 22, 02
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So far people who have been involved
In developing the test stand tools (part time or full time):

Bill Ashmanskas
Henry Frisch
Natalia Kuznetsova
Peter Wittich

TL

UC engineer: Mircea Bogdan and Harold Sanders



L 2 Review committee Recommendation (Dec. 141", 2001):

“Inthelonger term, the test-stand system should be aggressively pursued. This
will allow completion of the development effort and longer -ter m maintenance of
thefull system.” Asrecommended by the committee, we will schedule a workshop
for the L2 group to discussthe specificationsfor thissystem...

“The committee thinksthat the test station system, combined with the 2nd test
crate soundslike the perfect way to provide varioustypes of ssimulated event data
(different luminosity, trigger types, suspected failure modesetc.). Providing that
thiseffort won't impact any activities needed to make the baseline system work, it
should be strongly supported, and prototyping and testing wor k should go ahead
at full speed.”

“Hold a design wor kshop by therest of the Level 2 groupsin order to ensurethat
what isbuilt issafeto use and is capable of exercising all the important parts of
the system in arealistic fashion”.



A few words about this meeting
At Leve 2 review, the committee recommended that

“this effort won't impact any activities needed to make the basdline
system work”, so we have had to work a bit independently in the past.
Most of what we have done so far was to learn about various tools and
to learn (and is still learning) about each subsystemsto see how to
integrate various interfacesinto one board, to fully prepare ourselvesto
build the test stand.

Now the Level 2 system isworking, things are much less hectic,

we can do what we should have done much earlier, which isto get
together to talk about the test stand plans.

this meeting should focus on the functionality requirements

(or specifications) for the Level 2 test stand, once we agree on what we
should build, then things can move very fast...

We will have more meetings on test stand issues as needed.



How you could use expanded teststand capabilities ?
(from this meeting agenda)
o if we have ateststand with a general input pulser, how
would you want to useit?
--- debugging broken/spar e boar ds;
--- testing firmwar e modifications;
--- P77
e what type of tests would you want to run?
--- isfixed patter nswith fixed timing good enough?
--- data from real events?
--- test multiple boards and check for interference?
--- Randomly timed L 1A patterns?
--- Random/user controlled latency of input data?
--- L1Asetcdriven in adeterministic way? (TESTCLK)
--- L1Asetcdriven by TS?
--- P77
« what kind of software toolsyou will need for your testing?



Basic requirement for a L2 data sour ce board:

L 1A for buffer n

Data block EE) ToL2interface

Board input
latency

(1) wupon L1A for buffer n, start a counter for buffer n;

(2) Atthesametimeclock datafrom RAM into the FIFO,

(3) oncethe counter reacheslatency threshold, clock the data out from the FIFO at the
speed which matcheswith that of the subsystem... the actual latency is controlled by
when the data is clocked out the FIFO.

Test ) FIFO —)>
pattern

Thisisan over ssmplified picture. Each subsystem is
somewhat different and to design an universal test
RAM board isnot all that easy, we will need the support from

theentiregroup....




“provide varioustypes of simulated L1cables 12fibers(Taxi)

event data (different luminosity, v
trigger types, suspected failure modesetc.)” L
. Reces x 4
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can one design an universal L2 test (pulser) board?
-- to enhance the testability of L2



Let’stry to fill (or fix) thistable

SVT | XTRP | L1 | CLIST |ISO | Muon | Reces
Incoming data 30M hz 7.6Mhz 7.6Mhz 20M hz 12Mhz | 30Mhz |7.6Mhz
Clock rate cdfclk x 4 cdfclk
Interface hardware | SVT cable | SVT cable | L1cable Hotlink+fiber |Taxi+fiber|Hotlink+fiber | T axi+fiber
data size range 150bits/trk| 21 bits/trk | 96 bitsevt| 46bits/clu  145bits/du| 11k pitsevt | 1.5K b/evt
L atency range” ~10-100us | ~1us-10uy ~13ons| ~1-20us  |~fewus| ~1-5us | ~6us
Fixed or variable i _ _ - :
data length? variable | Variable | fiyeq variable | variablel fxed fixed
Data with Buffer#? YES YES YES YEs YES NO yes
EOE with data? _ nNo -
(or from separate path?) yeS yeS no yeS
BO marker? BC# BC# NO no no yeS NO
Data gap within
oneevent? yeS yeS no no No no
Flow control ? Not used | not used no no no no Nno

* Latency range also dependson L 1A history ...




Design issues for an universal test board:

Hardwarerequirement isclear:
 have all hardware interfaces for all data paths;
Firmwar e reguirements need mor e thinking:

o variable data size for some subsystem,

o variable latency (from event to event);

e correct buffer number in the datafor agiven L1A;
e gaps for certain data paths;

e record real data and reproduce in test stand;

 response to HRR etc



Basic hardwar e requirement: have all hardware interfaces

L2 decision crate

Pulsar isdesigned to have all the data
Interfaces that Level 2 decision crate
has. It iIsadatasource for al inputsto
Level 2 decision crate, it can be used
to record data from upstream as well.

PulsAR: Pulser And Recorder

Hotlink 10
CDF<ctrl Taxi 10
VM Pulsar SVT/XTRP

L1

TS




Level2 Pulsar Functional Block
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Can source data, also can record data from upstream




Front-panel PULSAR (baseline design)
(double width)

S
L
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L
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component side
Other connectors(1 L1, 1 TS) will stay inside the board.

The mezzanine card connectors are used for optical 1/0 (hotlink and taxi)



M ezzanine cards

e Hotlink: Txand Rx  (CLIST, Muon data paths)
o Taxi: Txand Rx (Iso, Reces data paths)

wor k on hotlink mezzanine cardsiswell underway ...(Natalia Kuznetsova).
The details are being documented and will be made available to everyone later.



Control unit

L1 data controller
VT data q FIFOs iﬁ

XTRP data
The latency is controlled
by when the data is clocked
out the FIFO

Interna
Test
RAM

L1A
Buf #

o

If we want to load large number of events,
we will need to use external SRAM.

| SRAM |




hotlink examples:

Muon case
(4 mezzanine cards)

Optical 10 Unit

I <— OO

Interna
The latency is controlled Test
by when the data is clocked RAM

out the FIFO

o

L1A
Buf #

| SRAM |




outputs: 6 fibers+ LVDS Another hotlink example

Optical 1O Unit
FEDCBA for CLIST case

8 bits each @50ns, one cluster isencoded
in 6 8-bit wordsin all 6 fibers

LVD

8 bits data streams will be pushed into the FIFOs in the mezzanine card after L 1A,
later on they will be clocked out onto fibers. The end of event marker comes out via LVDS connector.



Simple way to load test patterns and send them out (optical paths

bufferO

bufferl

buffer2

buffer3

8 bitswide
per fiber
128 words deep

as an example)

The actual latency will be controlled by
when the data is clocked out the FIFO

FPGA
Interna
RAM

-,

Clocked
FIFO

This means the latency will be fixed
for agiven test run. Thisisnot good
enough to mimic thereal system

38

>

Fiber
TX

g{fr L1A (use aregister viaVME)

]

asthelatency varies from event to event, but

may be good enough for testing spares




another way to load test pattern memory:

use 36 bitsdata width, 32 will befor 4 fiber output (4 x 8), the highest 4 bitswill be used as control bits
to mark the content of data. For each event worth data, the first one will be the header, and the 32 bits
data will contain thelatency (& number of words etc) for this particular event and thisparticular path.
Thelast oneisthetrailer, which can contain other info if needed (such aswhat L 2 decision should be etc
(either useinternal RAM or use 16 bit address 36 bit data external SRAM):

< 36bits >
BufferO data
Bufferl data
Buffer2 data
scull 8hits | gpits | 8hits | 8hits

The highest two address bitswill be controlled by buffer number to divide
automatically the memory for 4 buffers



How doesit work:
(1) after L1A, read thefirst word(header) and get the latency, at the sametime start a counter;
(2) continueto readout therest of the data wor ds from the memory and clock them into a FIFO,

until thetrailer isreached (can get the L2 decision infor mation there)

(3) once the counter reaches latency threshold, clock the data out from the FIFO at the speed
which matches with the subsystem.
thisway the latency for each event and each data path can be individually controlled by user.

header

L atency for thisevent, and other info

data
13t event

data data

data

traller

Ot

her information (what | 2 decision

ould be etc)

B

uffer O data memory

One could have more
control by inserting
gapsin between

data words...etc using
the 4 control bits,

to better mimic the
real situation for
certain data paths.

Thisapproach
seem to be
quite flexible



A few comments:

(1) On average, the maximum data size is from muon. Each fiber can send up to
30 x 4 =120 8-bit words per event (with 16 fiberstotal) . If we use a 36 data
bits 16 address bits SRAM, we can load up to a few hundreds of different
eventsfor muon for a given test run. Can load much more for other subsystems.

(2) Thelatency for each event and for each data path (arrival timeinto L2 decision
crate after L1A) can be controlled by user to better mimic thereal system;

(3) Thelong data gapsor long delays for some subsystems can be smulated this way;
(4) latency for individual events?

* estimate based on data size (i.e. more clusters-> longer latency etc);

* it may be possibleto record the real data with Pulsar in recorder mode and
time stamp the incoming data during recording. Then save them and
can later be used to reproduce thereal data with real timing.

* note: actual latency also depends on the history of L1As.



Can use Pulsar in recording mode

[

9U VME

(VME FPGA not shown)

Ll |Is
1V

>I

mezzanine cards

It ispossible to record real data with short test runs.

If fiber splittersare used, then it is possibleto even

spy on the data and to record real events, may also possible to
record problem events... shall welook into fiber splitter?

"



for example, it may be possible to record X TRP data with
timing information: would this be useful ?

Counter for L1A buffer n

time

. recording
XTRP input RAM

—l\
e data

recording
RAM

Both data and arrival time can be recorded with the data strobe from XTRP.

The data latency AND “gap” information can be recorded this way, and can be
reproduce in test stand mode. Since Pulsar has both XTRP input and output connectors,
spying on the data is possible. For fiber connections, need to use fiber splittersto spy

on data, or take short test runs.



|deal test stand setup: Alpha+ Pulsar + interface boar d(s)

(this setup has been done already at VM E speed by Steve, Matt and Peter
with SVT Merger board acting as Pulsar)

Magic bus

OO0 =X
omMmO > 0 -
> T or >»

e Can test individual board Ly udainput
e can test the full data path; Data source: Level2 Pulsar
e can also test multiple boards Datasink: Alpha

and check for interference Possible data patterns:
 note that with only 2 Pulsar boards (1) hand made

one can sour ce data at the sametime for -
L1, XTRP, SVT, CLIST, Iso and muon. (2) derived from MC
need one extra Pulsar to drive one Reces, (3) derived from data bank

e ....what else? (4) recorded from upstream,

catch errors and reproduce them



Another possible setup:
Pulsar + MMB + Interface board

Maqgic busor TDC backplane

Magicbus
Analyzer

T
R | R or TESTCLK?
OlA
Cj|cC

E

R

{ g daamput

in case Alphaisnot available, Datas_ource: Level2_Pulsar
it ispossibleto use MM B Datasink: MMB+Pulsar/GB

to sink the data and convert
Into SVT data format then
send the data into Pulsar or
a GhostBuster board.

details see Bill’ stalk.



Summary

« what’ s shown in thistalk iswhat (we think) is possible
to implement, and what we see this test stand can possibly do
» some of what we talked will be easy, and some of them
could take more time to implement.
We need to set priority and get the basic part implemented.
The important thing for this meeting is for our L2 group to
come up with arealistic test stand specifications which

“allow completion of the development effort and longer-term
maintenance of the full system” and

“Is capable of exercising all theimportant parts of the system
In arealistic fashion”.



Will need help from subsystem expertsto under stand
each subsystem data for mat, timing requirement etc.
(L1, XTRP and SVT are documented)

Have been talking to many subsystem experts,
and will talk to you morein the coming month.

will show a few examples of the data for mat
we learned from CLIST and Muon,



CLIST cluster information from one LOCOS
6 8-bitswords per cluster on one fiber input, arriving 50ns apart

tranno. | [l 11 'V V \A

sg0 1 em(5) 1 had(5) 1 crate sel
sig 1l L1AB(0) em(6) passhit(0) had(6) phi(0) ntow(0)
sig 2 L1AB(1) em(7) passbit(l) had(7) phi(1) ntow(1)
sg3 em(0) em(8) had(0) had(8) eta(0) ntow(2)
sg4 em(l) em(9 had(l) had(9) eta(l) ntow(3)
sgb5 em(2 em(10) had(2) had(10) eta(2) ntow(4)
sgb6 em(3 em(1l) had(3) had(1l) eta(3) ntow(5)

sig 7 em(d) em(12) had(4) had(12) eta(d) ntow(6)

Data format from Monica.



1 CLIQUE connection (via 10 pin twisted ribbon cable)

The LVDS signals are driven by a 16.7 nsec clock which isa
divided-by-8 copy of the 132 nsec CDF clock:

pinl BUF DONE(O)+
pin2 BUF DONE(0O)-
pin3 BUF DONE(1)+
pin4d BUF DONE(1)-
pin5 CRSUM_SEND+ (not received by CLIST)
pin6 CRSUM _SEND- (not received by CLIST)
pin7 EVENT DONE*+
pin8 EVENT _DONE*-
pin9 unused
pin 10 unused
Thetime of EVENT_DONE* with respect to the last cluster found
In the event isfixed.



L |

1T LVvDSoutput

8-bits wide cluster data:
Em(4.0), buff(1:0),1

Em(12 : 5)
Had(4.0), pass(1.0),1
Had(12 ; 5)

Eta(4:0), phi(1:0), 1
Ntow(6:0), crate sd

(assume thisisthe last cluster
for the event =)

Evt_done, buff(1:0)

CLIQUE control word




Hotlink
Fiber data

LVDS
signal

CLIQUE

Cluster 1 Cluster 2
LOCOS1
L L L L L L L L L L
——
tc
LOCOS 2 :
L L L L LT
LOCOS 3
L L L L LT L L L L LT
LOCOS 4
L L L L L]
LOCOS 5
LOCOS6 | | | |
L L L L LT L L L L LT

End of event

5

Buffer ad dress (bit 0)

Buffer ad dress (bit 1)

=




I nformation from Eric James about muon input:

Each matchbox card sendsup to 32 24-bit wordsfor each fiber. The transfer
timefor each word is 132 ns. Each 24-bit word isencoded into 32-bit transfer
over hotlink and comein asfour groups of 8-bit words.

Transfer A (1st 33ns) Transfer B (2nd 33ns)

bit0 - data(0)
bitl - data(l)
bit2 - data(2)
bit3 - data(3)
bit4 - data(4)
bit5 - data(b)
bit6 - data(6)

bit0 - data(7)
bitl - data(8)
bit2 - data(9)
bit3 - data(10)
bit4 - data(11)
bit5 - data(12)
bit6 - data(13)

Transfer C (3rd 33ns)

bit0 - data(14)
bitl - data(15)
bit2 - data(16)
bit3 - data(17)
bit4 - data(18)
bit5 - data(19)
bit6 - data(20)

Transfer D (4th 33ns)
bit0 - data(21)

bitl - data(22)

bit2 - data(23)

bit3 - GND

bit4 - GND

bit5 - GND

bit6 - L2 Endmark

bit7 - VCC bit7 - VCC bit7 - Bunch Zero Marker bit7 - GND

Thereisaregister on the Matchbox card which gives onethe ability to send zero, ten, twenty, or thirty
wordsto L2. Thisfeaturewasincluded in case we needed to complete our data transfer within a given

time window to make the system work. Thecentral trigger primitivesaresent in thefirst ten words,
theforward trigger primitivesare sent in the next ten words, and L1 trigger decision dataissent in
thelast ten words. If onelooksat thetablein section 29.5.1 of CDF4152, the wor ds which get sent to
L 2 begin with the High Pt CM U East bits (P0+3) and end with the IMB Diagnostic bits (P0+32). The
output ordering of the wordsisthe same asthat shown in thetable. The pre-match connectionswork
In exactly the sameway. Thereareonly 16 24-bit words output to L2 from each pre-match card.
From thetablein section 29.5.2 of CDF4152, the fir st word which gets sent isthe CM P primitives for
stacks 00-23 (PO+2). Thelast word sent is CMP/CSP west matchesfor stacks 72-95 (P0O+17). The
orderingis thesameasin thetable. Therearealsoregister bitson the Pre-Match to control the
number of wordsbeing sent. For thiscard onewould transfer either zero, eight, or sixteen words.



» mriceer Baxks CDF Muon bank data format

Displacement Data Description |
[T Header Waord

Pi+1 FPGA Version Numbers
P2 Matchboee Output Bits
PO+ CMU Esst - High Pt Bits
Pi+-4 CMU East - Low Pt Bits
P45 CMU West - High Pt Bits
P+6 CMU West - Low Pt Bits
PO+T CMX East - High Pt Bits
P48 CMX Fast - Low Pt Bits
PO+49 CMX West - High Pt Bits
P10 CMX West - Low Pt Bits
PO+11 CSX and HAD East Bits
P12 CSX and HAD West Bits
PO+ 13 BMU East - High Pt Bits
Pi+14 BMU East - Low Pt Bits
PO+15 BMLU West - High Pt Bits
PO+ 16 BMU West - Low Pt Bits
PO4-17 B5U Esst Bits
Pi+18 BSLT West Bits
PO+14 TS and HAD East Bits
PO+ TSU and HAD West Bits
Pi+21 Spare Word A
P02 Spare Word B
PO4+23 TOF Bits

PO+24 CMU East Diagnostic Bits
PO+25 CMU West Diagnostic Bits
Pi+26 Eta Gap Diagnostic Bits
PO+27 CMX East Diagnostic Bits
PO+28 CMX West Diagnostic Bits
P-+29 IMA East Diagnestic Bits
PO4-30 IMA West Dhagnostic Bits
P31 IME East Disgnostic Bits
P32 IMB West [hagnestic Bits
P33 XTRP CMU Map Bits
PO+34 XTRP CMX Map Bits
PO4+-35 XTRP BMU Map Bits

Muon data as an example.
Each word is 24 bits (sent as
4 8-bit words over hotlink).



