Initial thoughts on using Pulsar asan upgradefor L2

Ted Liu (Aug. 1%, Level 2 Review)
- Slideswith red dot ® on right upper corner are backup slides

Original motivationsfor Pulsar project (see Peter Wilson’stalk):
(1) Asteststand tool (data source and sink) for Level 2;
(2) If needed, asa prototypefor Level 2 upgrade;

wasn’t clear it was possible to have a design to achieve both (1) and (2),
not clear if we need an upgrade at all,

the focus has been on building theteststand tool

now have board design, and we ar e talking about Run2b upgrade

» |Ispulsar acandidatefor L2 upgradein run2b?

http://hep.uchicago.edu/~thliu/projectsPulsar/



Parts Availlability for Level 2 Processors

It's been Doom for every CPU

that's ere been used in Level 2.

Both Mot & Dec were once employed,
their product lines are now destroyed.
Wil the axe next fall on Pentium, 11?

-> Bill Foster, 199? Front-End-Trigger Summarytallg



Back to Basic: T————

What does Global L2 really do? | 20 ¢ m s | ﬂ
- make decisions based on $

: MUON
objectsalyeady found upstream PRIM.
L1 trk | svt | clist|lso reces|mu| SumEt,MEt *
Tracks @0 @ g
Jets [ N @ O l
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electron . ‘ . ‘ ‘ . e
C.ﬁ.L TRACK MUON
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LEVEL 1
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L2 Sty
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physics object examples

« Combines/matchestrigger objectsinto e, muon, jets...
» Count physics objects above thresholds, or, vV VYY WV v
 Cut on kinematics quantities Global

Technical requirement: need a FAST way to ) 3
collect many data inputs...




Technical requirement: need a FAST  powctor Boments

way to collect many data inputs...

|n addition, one hasto deal with the fact
that each data input wasimplemented
In a different way ...
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Each L2 input data path was implemented differently

* Latency range also dependson L 1A history, data size etc ...thisisjust a rough range

SVT | XTRP | L1 | CLIST [|ISO | Muon | Reces
Incoming data 30Mhz | 7.6Mhz 7.6Mhz | 20Mhz 12Mhz | 30Mhz |7.6Mhz
Clock rate cdfdlk x 4 cdfclk
Interface hardware | SVT cable SVT cable | L1cable Hotlink+fiber [T axi+fiberjHotlink+fiber
data sizerange 117bitg/trk| 21 bits/trk | 96 bits/evt| 46bits/clu  [145bits/du] —11kpitgevt | 1.5K brevt
L atency range* ~15-50us | ~LUs-10u§ _j3000nd -~afewus |~fewus| ~5us ~6Us
Fixed or variable . . : .
data length? variable | variable | g e variable | variabld fix&d fixed
Data with Buffer#? YES YES YES VES VES no VES
EOE with data? N -
(or from separ ate path?) y$ y$ - O no y$
BO marker? BC# BC# NoO no no yeS NO
Data within
one e\?:rl?t? YES yes no Nno yes no NO
Flow control ? Not used | not used no no NO NO NO
5



Trigger Design Issues with Field-
Programmable Gate Arrays

Optic Fibers and Digital Light-Links
Permit Triggers with Digital Hi-Jinks.
Since we have no conception
approaching perfection

we'll bury it al ina Xylinx.

- Bill Foster, 1997, FE-Trigger summary talk
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Current L2 Global Crate: Detector Eloments

Technical requirement: need a FAST - ¢ m - ﬂ
way to collect many data inputs... i

MUON YOFS
>With the technology available back then, * LS
had to design custom backplane (magicbus) T
and processor ...
- dataispushed(DMA) over Mbus, some 1 ¥ l vy
need to be pulled only when needed(PlO, for | car | |track| |muow
Reces and muon) to ease the bandwidth '—* 4 *—'
demands GLOBAL |__
LEVEL 1
—>In addition, one hasto deal with the fact
that each data input was implemented in a  § Yy
different way ...> 6 different type of caL [ ST
interface boards
h
Magic bus
X gl C
a(S) ; I/ II_ |S RS VY VYV V VYV

AHuRAR SR S Global |

Only one M B crate ! sze L2 !




DO caseissimilar but
different in many aspects:

Trigger Organization
¥ Detector ¥ L1 Trigger ¥§ L2 Trigger — %

7.5 MHz 5-10 kHz 1000 Hz
CAL 3= L1ICAL | [2CA] (e ® Systern heav”y depends on
magicbus ar chitecture;
Cps > L2PS | many magicbus crates
y (BB | 1A: 5-10KHz
- — e L2 time budget: 100 us
CFT =i L2CTT == " 2 o | 2A: 1KHzZ
A * 16 FE buffers
o i —  shorter magicbus
Y
Il For Run2b:
Muon P Muon [T L2 =
™ CDF demandson L2

L2FW:Combined
objects (e, L j)

Muon ‘

FPD e L1FPD performanceis much greater

L1FW: towers, tracks, correlations | 8
J. Linnemann, MSU




Detector Elements

Basic idea on possible new

approach using moder n technology: - ? m - ﬂ
i

MUON

PRIM RCES

e Convert/merge different data inputs
Into a standard link

}(TRP

o interface with commodity PC(s)

* high bandwidth, commercially available y § l 'Y,
link to PCI interface cards: - n BN -

CERN S-LINK isdesigned GLOBAL

. . LEVEL. 1

just for this purpose for

L HC and other experiments.

Real question: can we design an
universal interface board
(and therest are dll

commercial products) ? Concept only|\

Pulsar isdesigned to be ableto do morethan this.

a——




<>
CERN S-LINK homepage

o~ LINVE 12 a CEEDY specification for an easy-to-use FIFO-like
test tools are all commercially avalable.

S-LINE 12 part of the High Zpeed Interconnect project at CEE

S-LINK General Information

« Overview

o MNews

+ (General information
+ Specifications

S-LINK Products (now available fro

o S-LIMNE Implementations

o General purpose interfaces thardware and software drivg

s Testng dewvices and adapters
s Models

Projects using S-LINK

s Hizh Enerey Physics
o ATLAZ
o CDF
o CMS
o COMPASS
o LHCh
o MA4R
o IMAED
« IMuclear Fusion
o ASDEX TUpgrade
o ITCV
o Astronomical Observation

=

S-LINK on the web
www.cern.ch/hsi/s-link

General information
- News, Specifications, Introduction

Projects using S-LINK

- Experiments //—\
- Insitutes outside HEP t— s_ LI N K—
S-LINK products S~—

- FEMBs

- S-LINK Implementations
- ROMBs

- Testing devices

- Models

Erilz vem der Bif division EP ATEDQ

Ll - T e
/ : DATA ERROR

1-300 m LDC

WRITE Eﬁ-;;?é - sy nChrO SIS : ‘?ﬁgENﬂBLE
' FIFO input '

LINK FULL % : - XOFF

Physical link

not specified Read-out buffer side

Read-out driver side

Features not shown: - Self test mode
- Link down signalling
- Return lines




ATLASwill use one standard link (S-LINK) to move the data from all 0
Read-out Drivers (RODs) from the subdetectors from the experiment 100
meter down under the ground to the Read-out Buffers (ROBS) located in

buildings on the surface. Around 1500 of those links are needed, each
one moving data at 160 MByte/s.

B Level 1 Pipeline




SLINK format example:

ATLASSLINK dataformat

SLINK interface mezzanine card

'Beglnning of Block control word

Start of Header Marker

Header Ske

Format Yerslon No.

Source |dentlfler

Level 11D

Bunch Crossing ID

Level 1 Trigger Type

Detector Event Type

Data or Status elements

Status or Data elements

Number of status elements

Number of data elements

Data/Status Flrst Flag
End of Block control word

- L
...........

LEFINRETN 4

-----

e Interface Link D egtitiation Intetface

Fied) (specified)
Ploracal Link \

Front-end . ' Read -out
Motherboard Fetan charne 1 Motherboard
(FEMB) (ROME)

Forwrard chantel

5-LINK

* Based on an interface specification written by

Owen Boyle, Robert McLaren and Erik van der Bij

Enfvan dor B



LHCb Readout Unit

LHCb use SLINK to merge event fragments. simpler SLINK format

Proposed frame formats (l)

4/

Control/Data marker

L J L 4

(flag bit) < ) e > — @
_\(T DAQ event number 0000 |
I Link ID Reserved Type ~ HEADER
m ] Offset to Error Block Error Block Size e
1
] | L0 f:-ven.t number, Bunéli 1D,
Control Words 1 Physical data > DATA BLOCK
o ”Lin.ln.{].l)l,eltg,. . s e jonsnes cave e ol
| P,
1 Error history log - L _ERROR BLOCK
| ; m (optional)
0| Status Total Size 0000 j— TRAILER

20

v

SLINK format isflexible *

From talk by Jose Toledo (CERN/EP-ED)
http://toledo.home.cern.ch/tol edo/~tol edo/dagws. pdf 13



L HCb use SLINK to merge event fragments. simpler SLINK format

LHCb Readout Unit

Proposed frame formats (lil)

DAQ event number 0000
Link ID A | Reserved |Type
D."\I[.r"t BLD(K ."\

Status A | Total Size A 0000
DAQ event number 0000
Link ID B | Reserved |[Type

DATA BLOCK B

Status B | Total Size B [ 0000
DAQ event number D000
Link ID C | Reserved |[Type

DATA BLOCK C

Status C | Total Size C | 0000
DAQ event number 0000
Link ID D | Reserved |Type

DATA BLOCK D
Status D | Total Size D 0000

RU output Link ID

Size A+B+C+D \ DA event number 0000

&"L Link ID Reserved | Type
e O ffset to Error Block

Error Block Size

DATA BLOCK A

DATA BLOCK B

FPGA
FPGA DATA BLOCK D
| .
ERROR BLOCK
(optional)
Status | Total Size 0000

Size A+B+C+D+Error Block—/‘




So far, ~20 person year s spent on just commissioning

thiscratein the past two years... lotsof hard work L1 cables 12 fibers(Taxi)

done by a few real heroes (“a few good men and y
women”). Some of the difficulties wer e the lack of L Reces X 4
testabilit d unif ity... :
ability and unifor mity M agic bus 1
Alphas| | f 1V [/ |s] [V
X4 Pl [T [s| o 8
T
)l

L2 crate inputs / \
OneSVT

6 fiber (hotlink) | |
Cable eac 1 LVDS cable 7f|berS(TaX|) 16 f|berS(hOt||nk)

Asked 3 questions a while ago (the answer isin Pulsar design):
(1) can one design an universal test (pulser)board? (testability)
(2) can one design an universal interface board?(uniformity)
(3) can the universal interface board be also a pre-processor?



Commissioning Manpower | ssues

For years we've promoted the talkers,

the PAW-pounding wizards and gawkers.
But the true worthy man,

when the parts hit the fan,

are glitch hunters and problem stalkers.

- Bill Foster, 199? FE-Trigger summary talk

16



Pulsar design

oU VME 3 Altera APEX 20K400 652 (BGA) FPGASs
VME and CDF ctrl signals 502 user 10 pins each
are visibleto all three FPGAS) >
Pl
T T Mezz card
S R connectors
K
> |
P2

128K x 36 bits

< >|
< .l

3 APEX20K 400 FPGAson board = 3 Million system gatesy80KB RAM per boar dl/
2 128K x 36 pipelined SRAMswith No Bus Latency: 1 MB SRAM (~5ns access time)

= e

‘sparelines

~ 0 |




APEX 20K devices: System-on-a-Programmable-Chip solutions

APEX XK Programmable Logic Device Family O gy vy ¢
Apevicest
Tale 2. APEX 20K Device Fealures Viots |
Feature EF20KI00E | EFZOKADD ~ EFFS A000E | EF20KISODE

famum 728,000 1052 a0 7:-:': 2,10 232000
=y gQokes \

Typicd gales | 300000 || 4m0,m00 | | Stanverds VR 1 500,000
LE= 11,520 16,640 1270 — ——. g a1 B4l
ESE= T2 104 104 152 180 21&
[axrmum 147 455 212,892 2128802 311258 X227 a0 LS ]
AN bits (26K B)

[axrmum 1,152 1,664 1564 2 432 2,560 4,456
macrocs|=

faxmum user 0 02 433 = T8 2]
| 12 pires
Note o tables:

The cost of FPGA isroughly:
10 system gates per penny



Front-panel PULSAR design

(double width)  Each mezzanine card can have up to 4 (hotlink/Taxi) fiber channels
LVDSconnectors  wME&4x Board

. VMEG4x Backplane Rear I'D Transition Boards
Mezzanin
cards
A
S
L
1
L
1

¥
- Three FPGAs: Atlera APEX20K 400 Tolfrom
component side pulsar or

The mezzanine card connectors can be used either for user 1/0 or SLINK cards 1§pc



Custom M ezzanine cards (follow CM C standar d)

e Hotlink: Txand Rx  (CLIST, Muon data paths)
o Taxi: Txand Rx (Iso, Reces data paths)

CMC: Common Mezzanine Card standard
Altera EP1K 30 144 FPGA

71T hotlink mezzanine
g card prototype

CMC
Connectors (J1 and J3)

otlink or Taxi Tx/Rx chips

Taxi  Optical Tx/Rx: HFBR-1414T/2416T Taxi  TXRX: AM7968/7969-1751C



voam ¢ wawEn " ®

P R --_--

! » L oaded _Wlth SLINK
- : M ezzanine cards

= | Cansimply use
—— CDF CAL backplane.

~ CERN sent us

| two transition
modul es.

The transition module is very simple (just afew SLINK CMC connectors).
It uses P2 type connector for P3. We will only use P3 for SLINK
and spare (user defined) signals. 21



Detector Elements

Pulsar approach: - ¢ m - ﬂ
: - '

Goal: only build one type of custom e
interface board and therest areall PRIM.
commercial products. *.
¥XTRP
Use mezzanine cardsto take care optical data l
paths (Cluster,| solation, Muon and Reces) ' Y *L'l _
CAL TRACK MUON
Pulsar design GLOBAL |._
LEVEL 1
- .
[
Y R |
, <_>I L2 / SVT
1 CAL /7
g
-‘_> | -
connectors 4
SL]NK 4_>| Extra features:
Iré < L1 trigger bitsand
1* <—>| trk/svt input arevisible
to all three FPGAs

for flexibility...




Combine/matches trigger objectsinto e, muon ...

What does Level 2 really do?

Count objects above thresholds, or,

Cut on kinematics quantities

L1 [trk |svt | clist |Iso [reces mu| SumEt,MEt
Tracks| @ | @ | @
Jets @ &6 o O .
dectronl ©  ©® | ®  ©® @ | @ .
photon| @ ® & o
muwon | ® @ | @ @
Taus | @ | @ @ @
Met o — oo
sumkt| @ l o @

P

Most trigger objects

need L1 and track/svt

trigger information,

thisisreflected In g nk
1/0

Pulsar design:
for flexibility

"1 user

ctrl
'y . EI
sparelines |1

Mezz card
connectors |




Can we use Pulsar to upgrade Leve 2 if needed?

It Ispossible... just someinitial thoughts here...

for teststand: PUL SAR -2 PUL Ser And Recor der

for upgrade:

PUL SAR can be used as
Processor “Controller”

O e-Pr 0Cessor /mer ger
UL Ser
And

Readout

24



One possible ssimple configuration:
TS

Reces:
12 x4 =48
taxi fibers

Reces/trk

i L2 decision [ ooves |
N
SLINK :
to PCI |
260M B/s SLINK
 Cluster/trk
e
PCI to Slink | SLINK '
or use SVT_PCI_TS : : |
L1 S | ! :
| |
\ y LMuon/trk 1 Muon:
T . 6
| SUmET ,MET : I hotlink
(can plug into one of , fibers

other boards)

|
|
All 8 motherboards are physically identical L1 bit>ngP



One possible ssmple configuration:

12x4 fibers
TS Reces/Trk taxi
L1 Trk Reces path
sLINK Cluster/lsolation 6 hotlink
SLINK 2o e
N~ Muon/trk 7 taxi
- ' fibers
: Clist and Isopath | |
N
L1l eyt SumEt MET 'l |
(optional, can plug inta I 1 12hotlink

one of other boards.
can use this mezz dot for
3x8 =24 additional L2 input path

or 24 Million gates if needed?)
and 8M B SRAM in this Pulsar formation

Total # of FPGAS:

matchbox

| 4hotlink
: pr ematchbox

|_461
Trk

Muon path



All 8 motherboards are physically identical

. T

Possible |R R «— IS
New L2 O'A
Decision |C C
Crate c
R

160MB/s
Tk

160MB/s

M uon/trk

SUmEt,MET

Each Pulsar board take two slots (due to mezzanine car ds)
Total: 8 pulsar boards =16 slots

Baseline design: use pre-processors to
simply suppress/organize data, use processor
controller to simply pass datato CPU via Slink to PCI

and also handshake with TS. All trigger algorithm GHz PC or
will be handled by CPU. VME prétessor



Proven technology, has been used by a few experimentsto take O
hundredsof TB datain the past few years
,-‘4 Lul.";"': !I[:!LE ! 4 ACE m

S-LIHK 1e PC1 INTERFACE ; - P
ECP ERS-1100.44 i FI""P

i
=)
&
B
=
el
3
-

- OO S S T )
R 1 - TR Y T T




Nevv 32 bit SLINK to 64 bit PCI interface card: S32PCI64

X %u K rH;h. ‘__“I :1,.‘__“ e =
‘5"5"5" ﬂﬁ'm i 2 * highly autonomous data reception
== %« 32-bit SLINK, 64-bit PCI bus
*« 33MHz and 66 MHz PCI clock speed

e Up to 260M Byte/s raw bandwidth

INPUT
BUFFER
FIFO
(1024 x 64-bit)

REQUEST
FIFO
33/66 MHz
(address, length) o 32/64-bit
PCI

BACKEND ACKNOWLEDGE
CONTROL FIFO
LOGIC (ctl words, length)

High-speed follow up of the
Simple SLINK to PCI CONTROL,

STATUS &
INTERRUPT

interface card REGISTERS

Erik van der Bi| me— i ViSiON EP ATE/DQ



Nevv 32 bit SLI NK to 64 bit PCI Interfacecard: S32PCI64 @

d¢d" Ham

aLTEn
AL

SEEPEIEd overheads

/

time [ event {us)

o
} —+— One s32pci6d
L

m  Two s3Z2pcicd

o = M W B ot O o~
]

500 1000 1500

=

Event Size (bytes)

MByte ! s

* highly autonomous data r eception

» 32-bit SLINK, 64-bit PCI bus

*« 33MHz and 66 MHz PCI clock speed
* Up to 260M Byte/s bandwidth

S32PCI64 throughput

350 1

300 A —a

250 A

200 A

150 A —

100 1 —— One s32pcigd
50 —l— Two s32pciéd

0 1000 2000 3000 4000 5000
Event Size (bytes)

http://hsi.web.cern.ch/HSI/s-link/devices/s32pci64/



Baseline Design (with the ssimple configuration) could be:

® PreProcessor/Interface versions of the board gather data from

each subsystem and package the data. This can include sparsification
based on L1 trigger bits, tracking, or the data itself.

» Processor controller/Merger version of the board merges data from
inter face boards and packagesthe data for transfer toa CPU. The
data can be further sparsified at thisstage. Thisboard also
provide theinterface between L2 and the TS.

» Both types of PreProcesor board can be used to readout data for TL2D

The default operation would have the final decisions made in code
In the CPU.

Pulsar isdesigned to be ableto do moreif necessary.
Designed to be quite flexible... will come back to thislater

31



L 2 decison from CPU: how to handshakewith TS? 0

There could be a few waysto achievethis:

(1) could use PCI to SLINK card: send a SLINK message back
to Pulsar Processor Controller, then Pulsar handshakeswith TS;

(2) Or use SVT_PCI_TSdaughter card built
by Franco Spinella: -

i

-----



aed el e ] | SR 52 ; (=Fp
e, MM S e
INPUT  .ciem ' " OUTPRUY '|
LT ST . [AY]
k]

o Tt

Figure 1. APEX PCI Development Board

General Purpose
Switches, SW1, SwW2

33 MHz M o=
T Oscillator, Z1 Altera APEX 50 MHz

T R R

Franco Spinellabuilt a PCl daughter card: SVT-PCI-TS which can be plugged into Altera

B A fiGE

=

' “ PCI board

Thetimeto send
a decision from
CPU to Pulsar/TS

Alternate LVDS

Hegner.J1 JTAG Header, 32 CAIN be Short:

General Purpose PMC Connectors ) )
SRAM LEDs, LED1, LED2 JN1, N2, JN3, N4 Dip-Switch External Power
Socket, J6 y/ \' ’/ ¥ Options, S1 Supply Connector, J3 . 1US

g Altera *E s |
. |""’ '_.[}alughte;E 2 Va'l ue
“ R 'ua.-"iw"u.iﬁ'
!,.4.=-.—_-. "‘P
[ Altera JTAG/PCI 33
Memory EPM3256A Options

Device, U7 Oscillator, Z2 Module, U13  Device, U9 Header, J8



Board L evel Pulsar Flexibility

o Powerful modern FPGAs (3M gates) and SRAMs (1MB)
« Havel1ltrigger bitsand XTRP info available
e Each Pulsar could be used as pre-processor

— create physics objects such as muon and electrons, etc
using SRAM asLUTs...

— suppressdata size (only pass ROl downstream)
- Reduce processing time

- Optional: if CPU isreally fast enough, no need to create physics
objectsinside FPGAs.

e sSee some examples next.



Pulsar as Muon Pre-processor (interface board)

Can create physics objects
(i.e.,, muons) at this stage

Pl
Control/
ALL muon data
& M erger available with
Track info:
SLINK
lsignals

P3

AN 0 -

‘sparelines 1

Data |l O

Info available:
L1, XTRP,

M uon matchbox
data (0-240
degree)

Datal O

Info available:
L1, XTRP,

Muon matchbox,

Pre-matchbox

data from M atchbox
(16 hotlink fibers)

0-120 degree >

120-240 degree

>

240-360 degree
< = >

data from
pre-match box
(4 hotlink fiberi)

<




Muon data path:

Muon path has 16 fiber (hotlink) inputs, large data size (11K bits/evt).
12 of them from matchbox, each fiber cover 30 degreein phi.
4 from pre-matchbox.

Designed to have many options:
Simple ways to suppress muon data (examples):

* first check L1 bits: if no muon info is needed, send out

empty data package with only header and trailer, where
header will be stamped with buffer number, bunch counter etc.
 If muon info is needed, then check XTRP(track) bits, may only
pass the ROI (Region-Of-Interest) phi data downstream;
* Or zero suppressthe data based on muon data itself

Sophisticated way to suppress muon data:
e use XTRP LUT (SRAM) to pre-match tracks with muon data;

36



Pulsar as Cluster Pre-processor (interface board)

With SRAM asLUTs,
one hasthe option to apply
algorithm (cuts) to clusters

Pl
Control/

P2 Merger B aLL custer/iso
infor mation
available

SLINK (w track info)
lsignals

P3

‘sparelines

Data |l O 4 hotlink fiberi

Info available:
L1, XTRP,
all clusters

CLIST input

2 hotlink fibers
Plus1LVDS cable

Datal O
Info available: < 2 Taxi fibers >
L1, XTRP,
isolation IsoList input
3 Taxi fibers
< >

Can already create trigger objects at this stage (optional)




One possible way to sink Reces data: 48 fibers (wedges):

_ _ Use 3 taxi fibers
Only need 3 Pulsar (x 16inputs) toreceiveall

: per mezz card
48 input channels, but may use 4 Pulsar boards
to makethings easier (symmetry) at merger leve East Wedges
1-12
Reces data
Merger or
Pr e-processor West Wedges
SLINK 1-12
SLI
East Wedges
13-24
West Wedges
13-24




Pulsar as Reces data PreProcessor (merger)

Pl

P2

P3

‘sparelines

Assume 4 Pulsar s upstream
Could use SRAM asLUT to

match XTRP and Recesinfo
to create electrons... Data |l O

East Wegdes > |

Info available: 1-12
L1, XTRP, Reces

West wedges
1-12
>

Control/ ALL Infofor

Merger J xTrpand
Reces available:

<

electrons
Datal O East wedges
>

13-24
Info available:
L1, XTRP, Reces

West wedges

23-24
> |

<

39




" Event: 136172 Run: 103584 EventType : 0 TRIG: Unpr. - Fired bits: 1,44.21,23, Pr. - Fired bits: 44, , Myron moc

wedge 4
reco track

Pt =273 Ge\.f'._"

Pt >= 2 Ge¥Y bit fired
XFT found trag

XTRPisin r-phi

East/west wedges
1-12

East/west wedges
13-24



Pulsar as Processor Controller

Pl

P2

Pulsar design isdriven by physics needs ...
Data | O

Info available:
T L1, SVT, XTRP,
Reces, Cluster, 1so
Control/
Merger B aLL info

availablefor
L2 decisions,

Datal O

Info available:
L1, SVT XTRP,
Muon,Met, SUmEt

=

‘sparelines 1

Reces/trk |
>

Cluster/lso |
>

Muon/trk |
< >

M et/ SumEt |
< >

SVT data arrives

41




L1 [trk |svt |clist [lso reces mu | SUMEt,MEt @
Tracks | @ @ | @
Jets ® &6 o o
glectrond @  ® © © ©  ©
photons| @ ® o o
mwon | @ @& | @ O
Tas le @ o o
Met O ® O
SUMEt | @ ® O

Back to Basic again:

What does Level 2 really do?

 Create/match trigger objects into e, muon,jets... etc

» Count objects above thresholds, or,

 Cut on kinematics quantities

42



System L evel Pulsar flexibility

Flexible“lego style” design
Many different configuration possible to meet Run2b
trigger needs

— Allows multiple PCsto be used for trigger decision

o different trigger algorithm for the same event
« sametrigger algorithm but each PC deal with different buffer

see a few examples next ...just to show theflexibility



Custom

One possible configur ation .
P g M ezzanine cards

one PC use two PCI dotstoreceive SLINK data:
Onereceives normal trigger data,
the other isdedicated for SVT data (arriveslate).
CPU can start working on the early arrival data first

S-LINK

S-LINK

S-LINK
Normal data

SVT data

L%deuson

LETE TEEr Tiee i



One possible configuration using four PCs: Custom
All four PCs get an identical copy of data for the same event, M ezzanine car ds
but they run different algorithms (smilar with 4 alpha case)

S-LINK

SLINK

PC O
PC 2

/

| dentical copy

SLINK

PC1

PC 3
SLINK

LETE TEEr Tee i




Another possible configuration using four PCs: Custom
Each PC(i) getsits own event(say buffer i), each workson M ezzanine cards
adifferent event. Say PC O isworking on buffer 0, PC 2is

working on buffer 1 etc. Thisway one“long tail” event
would not prevent other three eventsto be processed. .
S-LINK <<
<=
SLINK

SLINK Buffer 0,2 events ¢
b g —
PCO <=

PC 2 -
<=
S-LINK G
<=
<=

SLINK Buffer 1,3 events
PC1
<=
PC 3 <{mm
However, this meansthe L 2 decisions will be out of order wrt L1As. r—
Can the system handlethis? (Andrew Martin said he will 46

<=

think hard on this).



Current firmwar e status. we have written firmwareto record
datainto a PC for theteststand. Work applicable to upgrade needs.

J Pulsar can convert any user data M ezzanine card
(via custom mezzanine cards) connectors
into SLINK format then

>
o CDF
ctrl
] data
< >
SLINK to PCI Ctrl

SLINK I
< R
1 K

>

:

Pulsar in (general purpose) recorder mode (directly into a PC)
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Firmwarefor Pulsar in recorder mode(into a PC):

L1A
Buffer#
L 1A(x4) queue
L1 trigget bits EIEO
»| FIFO
SLINK 32-bit
mezzarjine
car ds »| FIFO
INPULS 32-bit

L 1A Register

L1T Register
(pullsone
event worth

of data at
atime)

*Checks data
consistence
mer ges and
stamp data

State
machine

SLINK

mm) Formatter
32-bit
Thisformatter
Isbased on
existing code
from CERN




Firmwaredesign issimilar in all three FPGA’s on all

versions of the Pulsar
Datal O FPGA

I T,
g T L
->

Datal O FPGA

Control/merger FPGA

I T,
> 1>

LA ST
|_1T——:I:I—>
> P3

Data package (per L1A)

INn SLINK format sent to PC...
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SLINK message format

11 >

Trailer:
Datasize

Error checking bits
elc...

Self-describing data bank format ...

Header:

Source ID

L 1A buffer #
L1T bits

Format version #
header Size etc. ..
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(54 Quicksim 11

Add Delete Setyp Run Report View Help

ROBOCLE CTRL| Bl
L

CDFRECOVER n| | |

COFL1A_n

L1INOUT(&T 0)

LCLE1l

LCTRL11 n

LVEN11 n

Fldatal(31:0)| Fooooooao ¢ ) .:1* B BECDEF4

LWENZ21 n

LCTRLZ1 n

LCLE21

F2datal(31:0)

DATR_LWEN1 n

DATA LCTELL n

; ; ; . ,
un_output1| ¥00000080 " . " MMME’MM hooosooo +

§ UVENZ OUT P3 n + + + + + + + | :

i voTRLZ_OUT P3_n " . . . . . . R ; K

UD2_P3(31:0)| fooooonao ! ' ' ' " ' : ; . Iil

§| UVENL OUT P3 n + , + + + + + + R + | : |

£ UCTRL1 OUT P3 n + + + + + + + + + + “ + + + + + ||

un1_p3(31:0)| f000000G0 + . + . ¥ + + + « N CE oo S OnOETrS 180 80 soooooos

'Thefirmware used herewasfor test stand (@40MHz, VHDL not optimized for speed at all).
Thetime data go through one Pulsar board can be kept below 1 us:
depends on algorithm clock, number of header/trailer words etc.




added hotlink mezzanine card inputs (therest isthe same)

L1A
Buffer (2)
” IL1A(x4) queue
L1 trigget bits EIEO
-
4 fiber >
Inputs > ;Fbot
> -bi
. FIFOs
hotlink The -> FIFO
MeZZ same 32-bit
cards here
INputs

Thisversion of firmware
allows usto smulate
Pulsar together with

8 daughter cards...

L1T Register
(pullsone

event worth
of data at
atime)

*Checks data
consistence
mer ges and
stamp data

State
machine

SLINK

mm) Formatter
32-bit@40MHz

Thisformatter

| sbased on
existing VHDL
codefrom CERN




multi-board simulation inputs

Rx mezzanine Tx mezzanine  forced
ALinkOLTOACT @) HL irk INERICT 163 from

m:gggétﬁ;g% Hirk INGT (T @12
ini : HLirke TMGIE C T 1612
inkOUTEZCT 6 H_:nkINEGCT!EIJ he re

Pulsar paerers  wameso
motherboard e I

WEBYE B2 =
== e s

HL ik INEECT 0
M inkOLT 2367 /@) L ik INZ2CT /)

HL i kLT 30T 103 HLinke TN T 1@
imkOUT31CT 0 ; .

:—tinkDLITSE(T:EI) =]

L H inkOUT3=ECT @) HLirke INT2CT 20

Pulsar and his eight daughters

It takes about 1.5 GB memory to run the smulation on 2GHz/2GB PC.

Intensive board level ssimulation has been done:
http://hep.uchicago.edu/~thliu/projects/Pulsar/Pulsar _hardware.html
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Firmwar e wor k needed for Pulsar:
assume new peopleinvolved

For Teststand:

e core Tx codewritten for hotlink case and ssmulated in Quartus|l. Can be
modified to take cake of other cases. Need 4 months (1FTE) morework to
fully develop the Tx firmwarefor all cases;

» core Rx code written (Hotlink to SLINK, SLINK merger) with VME
accesses, ssimulated at board level aswell as at multi-board level. Can be
modified easily to take care of Taxi cases asthe corefirmwareisthe same.
Need 4 months (1FTE) morework to fully develop Rx (into a PC) firmware
for all cases; need to define SLINK format for L2 (~ 1month).

For upgrade (basdline design):

*Rx firmwarein teststand case as good starting point. Need to
implement Level 2 buffersfor VME readout (~ 1 month work).
e Simple muon data suppression code (~ 1 month)

e muon-track matching firmware (~2month) >



If Pulsar ischosen for Run2b upgrade, what will the
schedulelook likeif we have4 FTE?

Sept-Dec 2002 (if we have4 FTE):

finish all mezz/Aux cards, Pulsar prototypetesting, Rev B if needed

SLINK to PCI software work, teststand software,

additional firmwarework for testing ALL basic functionalities of prototypes
Dec-July 2003 (if we have 4 FTE):

commission L2 teststand for each data path and for existing system,

able to both source and sink (to a PC) for each data path,

advanced teststand softwar e/firmwar e, high speed SLINK to PCI software,

define CDF L2 SLINK format for all data pathes;prove of principle tests
Aug.-Dec.2003 (if we have 4 FTE):

use teststand to fine tune recelver firmware for each data path; system integration

at crate level with test stand; L2 codetesting for new system.
Jan.-July 2004 (if we have 4 FTE):

use teststand to drive the new system in standalone mode, study/optimize the
performance, request test runswith actual beam...



Initial Pulsar test stand cost estimate (without contingency)

ltems Prototype + Pre-production

Pulsar $50K

Mezz cards $30K

Aux cards

Engineer | $50K

SLINK $20K

Totd $150K

The numbersarerough estimates, will have more accur ate
number s soon. we are now getting quotes for PCB and assembly
for Pulsar prototypes...



In Summary...

Pulsar design is powerful, modular and universal
— Distributed processing motivated by physics
« Sufficient safety margin in raw bandwidth and flexibility at both board- and
system-level to handle unexpected Run |1 B challenges
— Can beused as atest-stand as well as an upgrade path
o Suitableto develop and tune an upgrade in stand-alone mode
— Reducesimpact on running experiment during commissioning phase
— Pulsar isuseful for Run |1 A maintenance and any L2 upgrade
* Built-in maintenance capability
System relies heavily on commer cial resources
— Only one custom board
 Firmwaredesignissimilar in all FPGA’s on all incar nations of the Pulsar
« Easer long-term maintenance
— Therest iscommercially available
» Easly upgradeable CPU, PCI boards ...
— Widely used link —well documented LHC standard
* Knowledge transferable to and from LHC community



Some backup dlides ...
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L1A

Motherboard Optical |O FPGA for CLIS]

Buffer (2)
" L1A(x4) queue >
—PM 48-bit FIFO >
—PM 48-bit FIFO >
8 bits :
@50ns "M’ 48-bit FIFO >
' "M’ 48-bit FIFO >
—PM 48-bit FIFO >
""M" 48-hit FIFO >
Lﬁ’+4->1 8-bit FIFO >
1 bits | 64-bit (x4) FIFO|
XTRPdataI
| N 24.bit FIFO

Cluster
Formatter
Algorithm

(pullsone
event worth
of data at
atime)

*sumsall info

for each cluster
*checks end of

event
*Checks data
consistence
«Stamp data
based on L1
bits...

SLINK

B o matter

32 bitsdata [rpga

| case

Me

('ga'

SRAM




Motherboard Merger FPGA

L1A
Buffer (2)

"| L1A(x4) queue >
|0 input > FIFO >
From
Optical 10
FPGAs

: > FIFO
Cluster input >
pp4-bit (x4) FIFO >
L1 bits @132ns
XTRP data 24-bit FIFO
@132ns

Cluster
mer ger
Algorithm

(pullsone
event worth
of data at
atime)

*Checks data
consistence
*mer ges and
stamp data

for both cluster
and Isoinfo

SLINK

) For matter

32 bitsdata

T

F

SRAM

trol
A



Motherboard Optical 1O FPGA (only shown 4 ch)

L1A
Buffer (2)
"| L1A(x4) queue >
32-bit FIFO |0-30deg
—PpPlg>3 @132ns >
8 bits (30 x 4 deep)
@33ns 32-bit FIFO | 30-60deg
——>rps @132ns >
32-bit FIFQ | 60-90deg
— 3->32 @132I"IS P
32-bit FIFQ | 90-120deg
PPz >32
>3 @132ns <
L1 bits
B4-bit (x4) FIFQ >
@132ns
XTRP datgy 24-bit FIFO
I @132ns

Muon
Filter
Algorithm

(pullsone
event worth
of data at
atime)

*Checksdata
consistence
*Filtersdata
basedon L1
bitsand XTRP
infor mation
emuon-track
M atch
.... €fc.

T

SLINK
For matter

32 bitsdata FPGA

+ ctrl bits

Me

('ga’

SRAM




» mriceer Baxks CDF Muon bank data format

Displacement Data Description |
M Header Word

P41 FPGA Version Mumbers
P2 Matchboee Output Bits
PO-+3 CMU Esst - High Pt Bits
P-4 CMU East - Low Pt Bits
P45 CMU West - High Pt Bits
P46 OMLU West - Low Pt Bits
P47 CMX East - High Pt Bits
PO+5 CMX East - Low Pt Bits
P+40 CMX West - High Pt Bits
PO 10 CMX West - Low Pt Bits
Pi+11 CAX and HAD Enst Bits
P12 8N and HAD West Bits
PO+ 15 BMU East - High Pt Bits
P+ 14 BMU East - Low Pt Bits
Pi4-15 BMU West - High Pt Bits
Pi4-16 BMLUT West - Low Pt Bits
P17 ESU Enst Bits
Pi+18 BSLU West Dits
P+14 TS and HAD East Bits
P TEU and HAD VWest Bits
P21 Spare Word A
P42 Spare Ward B
P25 TOE Bits

P24 CMU East Diagnostic Bits
P+ 25 CMU West Diagnostic Bits
Pi+26 Eta Gap Diagnostic Bits
P27 CMX East Diagnostic Bits
i+ 28 CMX West Diagnostic Bits
P20 IMA East Diagnestic Bits
PiH-10) IMA West Diagnostic Bits
Pi4-31 IME East Disgnostic Bits
P32 IMB West Diagnostic Bits
P33 XTRP CMU Map Bits
P43 KTRP CMX Map Bits
PO-+35 XTRP BMU Map Bits

Muon data as an example.
Each word is 24 bits (sent as
4 8-bit words over hotlink).

can pack them in 24 bits
smilar to muon bank format,
and use the other 8 bits

to stamp other information ...



Next generation: FILAR (Quad HOLA S-LINK to 64-bit/66 Mhz PCI interface)
Prototype will be built early 2003.
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4S32PC164 Quadin

— Software and hardware design effort minimal

« Same programming model as S32PCI164

— optimised even more: only 4 instead of 6 PCl accesses needed
per event (fixed buffer size, read ACK FIFO gives also empty
status)

o al hardware components exist, just integration

4S32PC164 block diagram

4x SLINK PC]
LDC 4 » 4xInput Buffer 4 > DMA C
integrated FIFO 256*64 bit Engme /
33/66 MHz
4
Control f¢——— Eg‘;ueﬂ FIFO e «——> 30/64 bit
L ogic ress 64 bit
3.3V onl
—» ACK FIFO 4, o Y
CTL Words, Length ore




'SLINK teststand in 163-C: picturetaken by Peter Wittich
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Summary:

- Pulsar isdesigned primarily asateststsand tool for CDF Level 2 trigger system;
* Thedesign isgeneral enough that it can be used in many applicatons:

(1) asteststand tool for CDF L2 decision crateand SVT system;

(2) as spareinterface board for CDF L2 decision crate;

(3) as possible upgrade path for L2 decision crate;

(4) as general purpose DAQ/trigger diagnosticstool:

can sour ce/sink/spy LVDS/Hotlink/Taxi/G-LINK etc.
(5) assimple DAQ system (such asin atest beam environment)

Theflexible design (“lego style”) makesit possible to use Pulsar as a general purpose tool
(within and outside CDF)

Future expansion is as cheap/fast/easy as designing a mezzanine card,

therest are commercially available(SLINK + PC)



What Pulsar cando for L2? ===

=

MUGON
PRIM. XCES

(1) As Pulser and Recorder

XTRP

Y { l } ¥
L.1 11
CAL TRAC K MUGHN

'l e

GLOBAL
LEVEL 1

(2) As acandidate for Run2b

L2 decision
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[ Pul sar/ Pul sar _L2revi ew AugO01l. ppt

[ Pul sar/ Pul sar _L2revi ew AugO1l1. prn. pdf

70



