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CDF computing in the future
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Fermilab Computing Division will support the current status of CDF computing
in the period 2012-2016.
The support could be renegotiated if there is very little use.

The Computing Division will store Tevatron data for at least 10 years.
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By the end of 2012, CDF has to define and start implementing a long term data
preservation plan, to insure data access beyond 2016.
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Wh

?

Tevatron data are unique

* in terms of initial state particles (p-pbar collider) — measurements of effects
enhanced by gqgbar production will remain competitive with LHC (ttbar asymmetry);

* in terms of energy domain.

Advances is theoretical models and analysis methods may push for re-producing

analysis.

New analyses can be triggered in the light of LHC discoveries.
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Different levels of data preservation

DPHEP (Data Preservation in HEP study group) proposes different level of data preservation:

Preservation Model Use case
1. Provide additional documentation

Publication-related information search

2. Preserve the data in a simplified

format Outreach, simple training analyses

3. Preserve the analysis level software | Full scientific analysis based on existing gl.ol";'e effort

4. Preserve the reconstruction and More benefits
simulation software and basic level Full potential of the experimental data

data

| Preserving the data and the full physics analysis chain

Which versions of the software?

much data? In which format?
ere will data be stored?

C? Ho

® v

How can | run CDF software in the future OS?

@® Who can access data in the future? Open access?
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Current effort at CDF

— A task force has been formed:

* S.Amerio (CDF and Eurogrid admin)

* Ray Culbertson (CDF offline computing convener)

* Rick Snider (CDF and Computing Division)

» Steve Wolbers (CDF and Computing Division)

 Tyler Parsons (Computing Division, expert on VM)

* Physics groups conveners/experts

« Seo-Young Noh (Official contact with Kisti)

* Qizhong Li (DO offline computing convener, official contact with DO)

The task force is defining all the aspects of the problem and contacting offsite
centers.

— DPHEP will assign us a reviewer to follow the progress of the project

— At next CHEP, talk about CDF status during DPHEP session.
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CDF data analysis chain

Raw Data Concurent with data taking

Run periodically over “run period”

Prod Data Root Netuples

From Rick Snaider's talk at JP meeting (03/15/2012)

___ . ___ .
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Data to be preserved

Raw data Concurent with data taking
Inclusive
HP Leptors. |— ———
Jeis .
Data type Volume
(TB) oicB_ |- i

MC Prod 1125 K Calibration DB
MC Ntuples 609 -
Data Raw 2193
Data Production 3821 _—--

Data Ntuples 1400 - . “‘- .
_—Hﬂﬁﬁ".ﬂs 3

TOTAL 9148

+ Calibrations, trigger,
run condition.. = few TB

' e} -
Production data Root ntuples

Raw data reprocessed with

latest CDF code All data currently stored on LTO3, LTO4 and T10K tapes.
No further reprocessing Migration of all CDF data to T10K tapes ongoing.
planned.

May want to store critical data in multiple copiesik
Data handling* We need to check data integrity over the time and plan
based on SAM. recovery mechanisms.
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Software to be preserved

Most analysis code on
CVS, but some code on
private areas.

Code in frozen releases or in CVS repositories
Currently in all code on SL5. New SL6 version in 2013.*
Production and ntupling code is stable.

* External dependencies: GEANT3, CERNLIB, Neurobayes, Root,

I OraC|e
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Documentation

We need to carefully preserve and re-organize as much documentation as possible

Internal webpages

CDF Fast Navigator TWIiki Webs
. AnalysisDiskpool
[ COFNews || CDFForums |
BStntuples
¢ CD n O te S a rChI Ve CDEbeopie nB Shit ols Heam st MeReloe Shifteles Als ‘Expert phone list CdfDb
Peunl AceHELP co SeiCo Shiftschedules CodeManagement
o Ops Manager CDE Safety :
Webinles CEEED — Opselog S Training records DiBoson
L Detector Silicon /. GrG Tt Upgrades Diamonds
Rad Monitoring. Muon TOF Detectors Runlla/RunIlb DijetWeb
Trigger Trigger Home L2/L3 Trigger WG B Trigger Exotics Trigger ExclusiveHadrons
. . Data quality DOM Home Goodrun lists Consumer Slides Consumer Home Physmon o—
e ] WIkI a eS Y . H— HOBITagger
— — HeavyBaryonsWeb
CAF/Baten

. : HiggsToWw
Active CAE Infrastructure ana  CAEHome Joint Physics CDF Forums: Joint Physics HiggsToZZ

quenes Services i
ALLCAF queues St JohnsHopkins
E;mgn:t’vk‘dwm Mezting: Every Wednesday 11:30am-1pm, Theater, Video IP 88.56.46.87 or SSIOINTP Main
ENAL PacCar Maniser Dothis o join Joint Physics Maling st M \
2000 CDF E-Log -- Eve shift. Wed Apr 26,2000 el e ] onopole
Processing Operati 2011 Summer Conference Results osu
SeiCo H DAQ Ace H Monitoring Ace — 2012 Winter Conference Results ProductionFarm

PspAnalyses

[l e I ;

ing St WG CDRGidHi q QElmity  RomaNNTagger
Daa SINU TopNL/ BNt Status Higes Trigger Task Force Data Handling Iv‘“‘LL"m‘ Sandbox
DES Accounting Imporiant Run No Trigger Changes SAM Help AD—‘M"“GW SRl Sin2BetaS
Using the ADP D TOFandDeDx
Start of Shift Notes: This is a test. TWiki
TheMEATIngPlace
- - - Reoussfor CAFAtack(O8-l4May)  MC Prodution Growp Simuaton/Genetos Howto TopCharge
@ Wed Apr 26 16:01:11 Shift Summary: Greg s actually Steve! > b MCRepresenatives AMCChedklist TopMassTemplate
End of Shift Numbers Joint Physics SF Spreadsheet/Class UniKa
SciCo DAQ Ace Monitoring Ace co (Operations Manager) tctions Top Group SF Class (prelim) ‘BTag Efficiencies and SF WHAM
Collder Hours Fbar Hours S oo ] oo = = E’%‘“‘MMM Jet Encrgy Seale Eﬂ& WHElicity
Shot Setup-actual Access (Lepton Reco, ID, Trigger efficiencies/SF) WhelicityDilepton
-fai Plan i ZHlIbb
z::: z:t:g;‘;x::;a :::215:;"2““? Start of Shift Notes: 2012 - best year ever! (and last) e Gen-1 dtalme Sarles foe Validaion 1AL LUNINOSItY MCSUMDIES i g in T ZtoBBbar
Stacking Failure
PROGRAM INTERUPTION: Studies 38 This e-log is now officially closed. For more details, try the "Make Entry" button in the navigation bar at the top. - Steve Hahn
Investigate-store loss Hisc 41 comment by.. AntiSteve — That button provides no additional informations
Recovery-store loss 9 comment by...Satvajit (CDF ops) — How come I don't get to utter the last word?!
Studies TOTAL: 1 17 comment by... Farrulh —
Shutdown
Component Failure Ha ha [ have the last word
Startup
Fom @ ThuFeh 9 9 Hmm, have restored old code (yes, that means enrics can be made again) till I figure out why new code caused problems accessing e-log. fentr autside this shif's
ime range ) - Steve Hahn
TOTAL:
- Steve Hahn @ Wed Mar21 13:35:26 Hello? (entry autside this shift's time range ) - AntiSteve

A lot of information on private e-mails or users' desktops — need to be retrieved and
archived.
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Collaboration with offsite computing centers
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CDF has a lot of computing resources outside Fermilab (both CPU and storage).

Redundancy is important to ensure long term preservation.

CNAF in Italy has already expressed interest in CDF long term data preservation plan. A draft

project is being designed to be presented at INFN at the end of May.

KISTI already an agreement with CDF to support data preservation. The terms of their

collaboration are under discussion.

Offsite computing center could contribute to CDF data preservation
- as storage, hosting part of CDF data

submission framework

- as access points to stored data, developing in collaboration with FNAL the future job
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Topics of today

CNAF as offsite storage point for CDF data in the long term future: how can we
copy 5PB of data (raw+ntuples)?

- Setup at FNAL (Gene's proposal in the backup slides), setup at CNAF,
network, ...

The preservation of CDF full analysis capability requires not only to archive data,
code and documentation, but to effectively allow users to run an analysis job on
that data, to produce new Monte Carlo samples, to reproduce data ntuples in
case of new experimental insights.

A framework for job submission, transparent for users and in common between
FNAL and the offsite centers, has to be designed.

Open questions under discussion:
- is CDF code going to be frozen or do we want to keep it in pace with new OS?
- how can we exploit virtualization and cloud computing?

May 18, 2012 S.Amerio — CDF Data Preservation







FNAL to CNAF copy - FNAL side

Solution 1

a Y p - .

Server | Server

: Tape drives: -
lapeltiorary <:> - 4/5 LTO4 <:> Server | Server
- 2/3 T10K -
Server | Server

\ 4 -

Server | Server /
N

Tape contents dumped to disk using the “get” Enstore interface

CNAF
SRM copy from FNAL to CNAF.

CNAF has to be able to sink the data to disk and tape.
FNAL sends lists of the files and their metadata (name, size,
Adler 32 checksum) on the completion of each tape.

Solution 1:
* Requires a limited amount of resources wrt Solution 2 (next slide)
*The copy is driven by FNAL.
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FNAL to CNAF copy - FNAL side

Solution 2
380 MB/s bandwith in/out from dCache

y N - \
Tape Library <:> Tape drives:
-12 LTO4 CDF dCache

< 4

CNAF
CNAF copies files from FNAL

Solution 2:

* On FNAL side nothing is changed

* [t requires much more resources wrt Solution 1: 12 LTO4, 760 MB/s bandwith in/out from
dCache (380 MB/s in, 380 MB/s out)— this may have a significant impact on other
dCache operations.

*The copy is driven by CNAF.
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CDF computing resources in Europe

* In Europe CDF can exploit a dedicated farm at CNAF Tier-
1 and Tier-2 resources in ltaly, Spain, France and Germany GRID

* In most of the sites resources

are guaranteed to CDF.

* Accessed through a new portal
— EUROGRID

OTHERS

BARI
_ « LEGNARO * 500 TB of disk (subsample of CDF
CNAF P -
~T1 | PSSR PADOVA  datasets and MC) Same tools used
 SAM station at FNAL
PISA Completely

ROMA 1  CDF code via AFS transparent to
ROMA 2 users

e [caf user's area
_]
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CDF computing at CNAF in the future

2012 -2013:
e Main goal: support CDF analysis

e Eurogrid (CPU, subset of CDF data, CDF software)
 Disk: 500T

> 2013:

 Maintain disk, CPU and all services with full functionalities
* Move to long term data preservation plan

What can we preserve at CNAF?
1) Data and MC samples
2) Code

3) Accessibility
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