This penguin is the Linux
official mascot, chosen
by Linus Torvalds to
represent his image of
the operating system he
created. Others question
whether "a fat penguin
really embodies the
grace of Linux.”

(Left to right) Ron
Rechenmacher, of the
Computing Division, Kevin
MecFarland, a physicist
from the Massachusetts
Institute of Technology,
and G.P. Yeh, a Fermilab
physicist, examine Run |
data using the new off-
line test farm.
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Fermilab for Linux

by Sharon Butler, Office of Public Affairs

The 20-something Finnish computer
whiz who invented the Linux operating system
e-mailed Fermilab last week on learning that
the Laboratory would not only be using the
free software for its on-line and off-line analyses
but had decided to support the system
(see www.fnal.gov/cd/CDN/CDN-jan98/
cdn-1.html).

“I'm wringing my hands maniacally,
and laughing in a very disturbed manner.
‘Whahahahhaaa, I'm taking over the world,
yes, yes, YES!"" Linus Torvalds joked.

On a more serious note, though, Torvalds
said he was not surprised. The operating system
has always had its base in technical and
university research centers,

Just two years remain before Run I1. With
its explosion in the number of particle collisions,
Run II places unprecedented demands on
Fermilab's computing facilities. Experimenters
will be collecting at least 20 times more data
than in Run I, requiring a potentially costly
upgrade in the Laboratory's data-processing
capabilities.

What to do?

Intel's Pentium-Pro 200-MHz chip,
introduced to the market in 1995, opened up
the possibility of using commadity PCs instead
of the more specialized UNIX workstations
used in Run I—at a much lower price.

Add to the PCs the Linux operating
system, which is free of maintenance costs, and
the savings, Fermilab realized, would become
even more significant.

Fermilab began toying with the idea of
switching to the more cost-effective PCs fitted
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with Linux software, but the idea took off only
when G.P. Yeh, a Fermilab physicist in the
Computing Division working in the CDF
collaboration, got involved.

The crucial question, Yeh said, was
“Would it work?"

As a test, Computing Division staff—
including Don Halmgren, Don Petravick, Ron
Rechenmacher, Jim Fromm, Connie Sieh and
Ken Stox—built a small cluster of PCs for off-
line data analyses. Yeh had his colleagues in
CDF’s Taiwan group transfer the collaboration’s
computing code, which runs on Silicon
Graphics and IBM UNIX workstations, to
the PCs and make them run using Linux.

To their surprise, the task took a mere three
weeks—not a year or more as expected. "It was
really simple,” said Yeh, “because Linux is just
a generic UNIX."

Meanwhile, Holmgren and Andy Beretvas,
of the Computing Division, ported many of the
standard high-energy software programs used in
off-line analyses, with equal success.

Yeh and his group went further. They
suggested using PCs with Linux operating
systems for Level I1I triggers, computer farms
that process the on-line data from a particle
detector. In Run 1, Fermilab had used high-end
Silicon Graphics Symmetric Multiprocessors
because of the large network bandwidth
required. Advances in switch technology and
networking in general have since made the PC
option feasible. CDF's Massachusetts Institute
of Technology group, which is responsible for
upgrading the collaboration’s Level 111 triggers,
tried the new idea, and Petravick, Holmgren
and Rechenmacher again got involved, figuring
out how to interconnect the computers in the
high-speed network. No surprise this time.
The idea easily worked.

Yeh laughed, "Now people are saying ‘[t's
s0 obvious, we should use PCs and Linux."”

Computing Division staff are now
supporting Linux. And scientists in the E871
and E815 experiments, the Theoretical Physics
Group and the Sloan Digital Sky Survey
collaboration are using the PC/Linux
configuration.

And so, Yeh said, “we are quietly changing
the way we compute.”

Torvalds is also pleased. Before he got
“completely side-tracked into computers,” he
wrote, he was "one of the math-physics geeks”
and "very interested in particle physics.... I still
feel kind of proud that I'm involved even if it is
in a fairly distant manner.” W
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Linux for Smarties

In four vears, CEQ Robed Young and his pariner, Marc Ewing,
tack Red Hal, Inc. from a ting start-up 1o the leading global
supplier of Linue, the legendary opan sourca campular aperating
systam invented by young Finnish computer whiz Linus Torvakls
in 1992

Torvalds, a universdy student, had the revolutionary idea of
craating a clone of the Unix operating system and making it
avaitable free of charge, along with its underlying sourca coda,
to any user who wanted it In 1995 Young and Ewing
founded Red Hat, Inc. to market software packages thal
make Linux more user fiendh. Red Hat put together

Linux packages with third-pady applications,
documantation and technical support and sold them for

about 550 aplace, Salas weare brisk,

So brigk in fact, that Red Hat soon bacame the leading
supplier of Linux-based operating system supplies. When the
campany made an initial public offerng of s stock on August 11,
1989, the [PO was a major media event, Tha price of the stock
soarad from 514 1o 552 in a single day.

Mow, readers can gel an inside
account of Rad Hat's bref bul hectic
Iife in Under the Radar, How Red Hat
-1 Changed the Soffware Busingss and
Took Microsoff by Surprise, by Young
._..Ir... and co-author Wendy Goldman Rom.
[Cariohs Press, $27.50), The book tells
a how Ewing and Young went “from
.(. salling Linux out of our homes (to avoid
gatting real jobs) with few ambitions for
greal financial success, 1o baing
faught over by the workl’s twa
largest investment banks
during our IPD

It was, by al accounts a wild dde, and Fermilab was
along for parts of it. In fact, Fermilab is on the scene as
the cudain fizes in Under the Radars opening chapler,
“Inside the Tem”;

There was a blip on the screen, sometiing new in the field.
Al first barely wsible. It had appeared siowly amd almost
imparcepiibly Indeed, at first it had been difficull i see there was

anything af all. No, this was not some dramabic sghiting, no aben
mother ship suddenly biazing s way across the screen.
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Fhe first time that engineers al sifcon giant infel Corp. fad he
first mkhingg of change was when scientiic labs across the country
began demanding thal § pod ds math dbrangs” o oa new
operaling system.
For one, Dr. Yeh a Tawanese scentst al Mowest-based
Foermmilab, had made such a plea i earfy 1998, Femmiab, the
federally funded afom-smashing hink tank oversesn by the ULS
Depantment of Energy was a mecca for the worlds fop
nuclear [sic] physiciats, It had guielly added a new figwor
of system software lo /s roster of those driving the
lab’s retwork of compulers,

Such sites wene known in the computer industry as
‘vary adoplors” technically sawy users that offen
were the first to nstall leading-edge products before the
marke! had fully accepted them. One of the crtical benefits
of the new soffware thal Fermiab had installed was that if was
almost crash proof, and—even more impodanty—scientisls
cowld freely tinker with s source code, the guts of any plece of
soffware.

Thiz was nol the norm in the Microsofi-dominated soffusre
indusiry, Source code was ke 8 secref chamber fial few were
allowed lo enter. By keeping this code lo themselves, soffwane
comparies kept control of (heir customers, diclated fechnological
change, and ensured corfinual revenue streams. With the source
code kept secrel and inaccessible, customers were locked inlo
continual operaling system upgrades dictaled by the suppher.
Likewise applicalion soffware crealors depended on the infemal
workings of the operating system and were often pul al a
wisadvantage by fe supplors’ secrecy

“We need your math [branes fo run under Lingx”
a number of Fermiab scientists repeatedly oid infed

Az wa know, the BHlip on the screen has bacome a

woddwide computing phanomanan, with an astimated

20 to 30 million Linux users, sevaral hundred of tham
at Familab.,

“Dr. Yeh," that “early adopler” from the federally funded atom-
smashing think tank somewhere in the Midwest, was of course
Feamilab physicisi G.F. Yeh, who was indeed a leader in the
labaratory’s exploration, lesting and ullimate adoplion of Linwx for
Run Il compuling applications. Today, the Computing Division
supponts Linux, and its Fermilab applications continue 1 grow,

So it's fiting that the inscrption on the fyleaf of Yeh's persanal
capy of Under the Radar should read “Thanks for yvour and
Femilab's halp! Cheers, Bab "

—Judy Jacksan



A trip to see the particle accelerator at
Fermilabs by a self-professed geek.

by Jon “maddog” Hall
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had been to

Fermilab only

the year before,
but when the invita-
tion came from Dan
Yocum o meet at
Fermilab's facility
ouiside Chicago, how
could I refuse? | am a
geek at heart.

Fermilab is short
for “Fermi National
Accelerator
Laboratory™, located
in Batavia, Illinois. It
occupies a parcel of
fand about three miles
on each side (see
Figure 1), and houses
several accelerator
rings which generate
(in a very concentrated space)
amounts of power greater than those
found in the sun or any other place in
the galaxy, much less on the face of
the earth. They use these fantastic
amounts of power to collide various
particles at extremely high speed in
the search for the basic building
blocks of the universe.

In ancient days, various philoso-
phers stated that we would eventually
find the “smallest particle™, and for a
while this was considered 1o be the
atom. In the relatively recent days of
discovering nuclear energy, it was
recognized that the smallest particle
was nof the atom, but made up of

arious other parts such as protons, neutrons and electrons.
(Students of physics, please have merey on me as [ ey 1o
explain this in words that most readers will understand.)
During the last guarter of a century, more and more physicists
began to believe there were even smaller particles 1 ng up
the protons, called quarks and gluons. Quarks (having nothing
to do with a resident of Deep Space Nine) are thought to have
six different types, and in 1994 the last of these Quarks, the
“top quark”, was discovered at Fermilab. Unfortunately, the
top quark exists for only a very short (10 ** seconds) period of
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Figure 2. Dr. G.P. Yeh (third from
the left) and Linux supporters:
Ruediger Oertel from SuSE, Ferm-
ilab System Administrator, G.P.
Yah, Stefan Traby from Quant-X,
Larry Augustin from VA Linux
Systems, Norman Jacobowitz,
Linus Torvalds, Dan Yocum, mad-
dog and Matthew Cunningham

-

Figure 3. Mo, it's not
a set from Star Wars,
Episode 1, it's the
Fermi main building.
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Figure 1. Fermi Campus

time, so it is very hard 10 collect data on it, particularly when
it is seen only six times in a given year of running the acceler-
ator. Therefore, Fermilab decided 1o increase the size and
power of its accelerator, so it could see anywhere from 20 1o
300 times the number of quarks. Unfortunaely, this would
take anywhere from 20 to 300 times the amount of power and
generate 20 o 304 times the amount of raw data to be seen by
the collectors, meaning 1,000,000MB of data would be gener-
ated every second. Yes, that is one million megabyies of data
per second.

Of course, storing that much data would be very difficult,
but fortunately Fermilab had determined they would be able 1o
filter the information and store a smaller subset of it (only 18
to 100MB of data per second) for later analysis. To do this,
they would have to increase the power of their computing sys-
tems significantly, and their former model of using expensive
workstations in a workstation farm would not have been afford-
able. Enter Linux.

Last year, when people from Red Hat Software and | visit-
ed Fermilab while attending Spring Comdex, | was lucky
encugh to meet G. P. Yeh, a big fan of Linux and one of the
physicists who dis-
covered the top quark.
He was kind enough
to take us on a short
tour of the Fermilab
facilities and explain
the role of Linux
within Fermilab. He
explained they investi-
gated Linux and
proved that inexpen-
sive PCs running
Linux could do the
job more than ade-
quately for a price they could afford. They estimated they
would need about 2,000 CPUs working together.

This vear, when Dan Yocum heard tha Linus Torvalds was
speaking at Spring Comdex, he enlisted my help in convincing
Linus to make a separate trip to Fermilab to speak 1o the physi-
cists and their families. This did not take much convineing,
since Linus has an imerest in math, physics and science.

We met at the hotel where Linus was staying, and with a
small group of Linux supporters (see Figure 2), drove 1o
Fermilab, It is quite interesting to approach Fermilab, since the
land around the accelerator is Mat, with only the main building
(see Figure 3) rising up from the ground to any height. It
would definitely be a great scene for a science fiction movie,

2 :
Figure 4. Collider Rings



We parked the car, went inside and
met D, G, P. Yeh (who everyone
calls "G.P7).

G.P. ook us on an extended tour,
beginning with the top floor of the
main building, looking out over the
collider rings. “As far as you can see
in every direction is Fermilab”, G.P.
said. It was an impressive sight. He
then took us to see the collider
detectors (see Figure 4)—"It weighs
only 100 tons and cost about 100
million dollars.” Finally, we visited
the computer room, where the Linux
Farms were going (o be placed (see
Figures 5 and 6). Fermilab calls their
systems “Farms” rather than
Beowulf svstems. They have masier
machines that delegate the work to
many slave processors, connected by
high-speed networking and switches.
They are not planning on buying the
20040 CPUs until very close to the
time they need them. After all, prices
keep dropping and capabilities keep
increasing, so why not wait until the
last moment to get the best “bang for
the buck™?

Adfier the tour was over, we wenl
o the main auditorium where Linus
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Figure 6. Linux
Farms: Larry
Bugustin from VA
Linux Systems, Dan
Yocum from Fermilab

arursiar L Horea Faeed s ver

NEAT GEEM TOYI

NP3 umx

PLAYERE

July 99

gave his talk. For
those of you who
have heard Linus give
a speech, you know
he does not like to
talk with prepared
slides, but instead
gives a short prepared
talk. then answers
guestions. This night
was no different,
other than the topic
and complexity of the
questions. [t was
obvicus from the
questions asked that
the audience had
more of a computer
science bent than
other. more general
audiences. Questions
regarding symmetric
multi-processing and
the reality of dis-
tributing interrupts
over multiple CPUs
entered the air.

After a significant
amount of time
answering questions

Figure 7. Party Time: Linus on left
by lamp, G.P. ¥eh in far chair,
Stefan Traby in far right

Figure 8. Jeff Gerhardt's hospitality
(and kitchen) were enjoyed by all.

and signing auto-

.wn._..._..?:..:_u_:_n
troupe went to the
home of Jeff Gerhardt
to enjoy pizza and
“refreshments™. We
were greeted by
smoke rolling out of
the front door,
reminding everyone it
is best to take the
pizza out of the box
before warming it in
the oven. When the
smoke died down,
SOme interesting home
brew made its way to
the fromt, and every-
one enjoyed the pizza
and brew (see Figures
T and 8).

| lowe this type of
computing where
people push the enve-
lope of what the
human mind can conceive, and [ thank the government of the
United States for helping o fund such a quest. B

Figure 9. G.P. Yeh shows map to
Linus Torvalds and Stefan Traby.
World Domination begins at
Fermilab!

lon “maddog” Hall is Senior Leader of
Digital UNIX Base Product Marketing,
Digital Equipment Corporation. He is
Executive Director of Linux International.
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The CDF Remote Control Room

Getting in on the Action, from Afar

Photo by REIDAR HAHN

G.F. Yeh, seated at a demonstration unit of the CDF remote control room in the lobby

of Wilson Hall. The monitors en the upper right display cross-sections of the detector:
Munitars on the left show the “head-on” view of the colliding region in the detector, and a
“lego plot ™ of the secondary particle energy. Yeh is filmed by a small video camera mourit
ed at about eye-level: he's looking into the display from those cameras on the monitors
befow: Two graduate students are seated behind Yeh.

by Leila Beikora, Office of Public Affairs

An invisible hand draws a white
circle against a black background,
almost filling the screen of a computer
monitor. The circle represents the
outer edge of the CDF detector at
Fermilab. A spray of green, blue, and
red lines blooms rapidly from the cen-
ter of the circle, revealing the trajecto-
ries of particles stemming from the
atest collision of a proton and an
antiproton in the Tevatron accelera-
tor. One green line arcs toward the
upper right of the screen, two more
curl around to the lower left. Faster
than you can say data visualization,
the invisible hand draws a yellow box
around the green line on the right,
the path of the particle with the high-
est calculated momentum. The
screen goes black again. The image of
another proton-antiproton collision
at CDF—an ordinary event, as these
collisions go, or a rare one that will
send up a flag to physicists on the
experiment—is due on the screen in
less than ten seconds.

continued on page 8
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